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i 

This thesis deals with the analysis and simulation 

modeling of several multirate sampled-data system config 

urations. The analysis of these systems first requires the 

development of the discrete-time system descript ion and finding 

the op timal feedback control matrix for such a system. An 

observer was included in the syst em represent a tion to pro

duce an approximation to the state vector, which is usually 

not available for d irect measurement. Specif'ic examples of 

multirate systems, h aving several different conf'igurations 

were investigated. Computer simul a ti c.n results are . pres ented 

as well as a comparison of the responses of each system. 

WILLI F. c ,; 11 R • Y 
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CHAPTER I 

INTRODUCTION 

Sampled-data analysis has been greatly motivated by 

the wide-spread use of digital computers in the implementa

tion of feedback control systems. The formal study of smnplcd

data systems may be traced back to the d e velopment of au to

matic tracking radar systems during tfor ld War II. The puls

ing characteristics of the radar position data led the design

ers to model the system as a samp led-data system rather than 

a continuous system. Interestingly, one of the main appli

cations of sampled-data systems today is in the use of on

board microcomputers for guidanc e and control of aircr aft 

systems. Since some of these guidance measurements may be 

monitored more slowly than others while still meetinr; the 

system p erformance requirements, mor e than one sampling rate 

may be present in the control system. 'l'hese multirate sampled

data control s y st ems result in a r eduction in the amount of 

computer c apacity and allow more system flexibility. 

In this the s is, examples of multirate sampled-data 

systems are investigat-ed. A development of the system equa

tions describing a sampled-data control system is presented 

in detail in Chapter II. Also presented is the solution of 

this discrete-time optimization problem. 

Chapter III includes a discussion of discrete-time 



2 

systems in which the control variables are sampled at more 

than one rat e . This leads to a simulation model representing 

a multirate srunpled-data system. 

Some specific examples of sampled-data control sys

tems are considered in Chapter IV. A dig ital simulation was 

performed for each system and the resulting system res r)onse 

of each model is presented. 
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CHAPTEH II 

'l'HE DI SCRETE- TINE LIN..t!..AH QUADRATIC OPTIMIZATION PROBLEM 

A. Development of~ Discrete-Time System Description 

The continuous-time equations describing a linear time

invariant control system are given by 

where 

i(t)=Ax(t)+Bu(t) 

y(t)=Cx(t) 

x(t) denotes the state vec tor 

u(t) denotes the input vector 

y(t) denotes the output vector 

( 2 .1 ) 

(2.2) 

and A,B,and C r epresent time-invariant coefficient matrices. 

In addition, the perf ormance criteria for such a control sys

tem is given by the standard quadr atic cost functional: 

J~ f [x 
1 

( t ) Qx ( t } +u 
1 

( t ) Hu ( t } ] d t ( 2. 3 ) 
tc 

where Q, and Rare we i ghting matrices to be chosen by the 

designer ( se e [1,3-5]). 

Matrix 1-i- i s selected to be symmetric and at least 

positive semidefinite wh ile matrix R i s selected to be sym

metric and posltive definite. In most c ases , i:'l and R ar e 

chosen to be diagonal so that each individual component of 

the vectors x( t) and u ( t) can be weighted separately. It 

can be seen from equation (2.3) that the larger the values 

of the mat1~ix r~ are chosen to be, the more rapidly ·x( t) will 

conver~e t o zero. Similarly, the larger the values of R, 
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the more rapidly u( t) will converge to zero [ 6] . 
'l'he set of equations ( 2.1 ) , ( 2. 2 ), and ( 2. 3) is re

ferred to as a linear quadratic optimization problem. 'i'he 

optimal solution consists of finding the input vector u(t) 

which satisfies the system equations (2.1) and (2. 2 ) while 

minimizing the quadratic cost functional (2.3). 

If a digital simulation of the sampled-data system 

described by equations ( 2 .1) and ( 2 . 2 ) is to be implemented 

and tested on a computer, then their equivalent discret e

time de terministic equations must be obtained. This trans

formation to an equivalent discrete-time problem can be 

accomplished by integrating the differential equation ( 2 .1) 

of the system and also the quadratic cost functional equa

tion (2. 3 ) over each sampling period [7]• 

Rewriting equation (,~. 1) . 
x(t)=Ax(t)+Bu(t) 

Applying the properties of Laplace Transforms produces 

s.IX( s )-X(O)=AX(s_)+BU(s) 

sIX(s)-AX(s)=X(O)+BU(s) 

(sI~A)X(s)=X(O )+BU (s) 
-1 -1 . 

X(s)=(sI-A) X(O)+(sI-A) BU (s) 

x(t)=eAtx(t
0 

) •-;(-
1 f sI-A)-1BU(s)J 

Us e of the c onvolution theorem [8] 
_;(- 1{G(s)H(s)} =(g-;i-h) (t) 

t 
<Z-_1f G(s)H(s~ ;Jg(o<)h(t-o<.)d~ 

0 

s o in this case 

t_- 1 t ( sI-A )-1 BU( s )f =eA t.::-Bu ( t) 

( 2. 4) 

(2.6) 



t 

1._ -1 { ( s I-A) - 1 BU ( s )} = j e A ( t- o<.) Bu ( o( ) d ~ ( 2. 7 ) 
to 

Substituting this result into equation ( 2 . S) produces 
t 

x(t)=eAtx(t
0 

)+JeA(t-~)Bu(~)d~ (2.8) 
to 

Since the functions involved in equation ( 2.8) are constant 

over definite intervals and sampling occurs only at the 

sampling instant tk, the interval of integration may be 

changed from [ t 0 , t] to [ tk, tk+1 J yielding 
t(+I 

x(tk+
1 

)=eA(tk+1-tk_lx(tk)+\ eA(tk+1-~)Bu(o<.)do<. (2.9) 
t) 

Assuming that u(t) is c onstant over the s runpling 

period tk, as mentioned ah oVO;· also means that 

(2.10) 

and equation (2. 9 ) can be rewritten as 
~t,k+I 

x(tk+1 )=eA(tk+1-tk)x(tk)+[j eA(tk+1-o()do<]Bu(tk) (2.11) 
tK 

which can be put in the form 
t11+1 

xk+1=¢(tk+1,tk)xk+ s¢(tk+1,s)dsBuk (2.12) 
-tk 

where xk=x(tk) 

uk=u( tk) 

¢(t t )-eA(tk+1-tk) 
k+1' k -

Further simplification of equation (2.1 2 ) yields 

( 2.1 3) 

where 

(2. 2 ) may be found 

directly from the continuous-time equation 

y(t)=Cx(t) 

Since the output measurement vector is sampled at qiscrete 

points in time, the discrete-tirne equivalent equation can 
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be written as 

or equiv alently_, since 

and 

then equation (2.14) may be rewritten as 

( 2.15) 

In order to find a discrete-time equivalent of the quadratic 

cost functional equation (2.3), it must be rewritten as a 

sum of N integrals in much the same .fashion as was done to 

form equation ( 2 .12) of the d iscrete-time linear differential 

The discrete-time cost functional e quation 

(2.16) 

where 

f or the discrete-time case is g iven by the following set of 

e qu ations: 

B. Solution of t h e Discr ete -Time Line ar Quadratic 
OptiiiiizaITon Prob lem 

( 2.17 ) 

(2.18) 

(2.19) 

The ·solution of the system described by equations 

(2.17), (2.18), and (2.19) depends on determining the optimum 

value of the control input uk which will minimize the quadratic 



cost functional JN. One approach to the solution of this 

problem involve s a pplying t he principl e of optimality to the 

qu adr at ic cost function [ 9]. 
Beginning with the last term of the summation in 

equation ( 2.1 9 ) 

7 

I A I A 1 A 

JN=}2(x N+1 Q,xN+1 +2x NMuN+u NRuN) (2.20) 

Substituting for the terms xk-1-1 as given by equation (2 .1 7 ) 

yields 

_ l~ [ I /\ I ~ I ~ J JN-A2 (~1½~+TuN) Q(0xN+TuN)+2x NlluN+uNhuN ( 2. 21 ) 

Applying the following properties of matrices 
t I I I 1 I 

(A+B) =A ·+B and (AB) =B A (2.22) 

equation (2.21) can be rewritten 

( 2. 23) 
/\ 

Since Q is symmetric 
I t/\ I ti\ I tA 

x N¢ QT~+u N'r Q¢~=2x N~ QT~ 

Also, by f actorization, 
I ti\ I A 1 1/1. /\ 

2x NjZ! QTuN+2x N:MuN=2x N(0 Cl'r +M )uN 

I ti\ t /1. I 1/\ /\ 

u NT QTuN+u NRuN=u N(T QT+R )uN 

Then equa tion (2.23) becomes 
t '" t ti\ A t 1/\ A 

JN:=1~{ ( x N¢ Q.¢xN ) + ( 2x N( 0 QT+M)uN) +u N( T QT+R )u1J( 2 . 2L1.) 

In order to minimize JN' equation ( 2 .2~.) will be 

difi'erentiated with respect to uN. It should b e noted tha t 

xN depends only on uN_1 and is not afi'ected by~; therei'or c 

~~: = O. App l y ing the followinP-, prope1"ties, wh ere B is 

s ymmetric 

~[ A 
1
BA]=2[BA] and fx[BA]=B

1 

WILLI AM 
YOUNGSTON 

L t . ,; 
s. ,~ \ f 
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I\ I\ 

Recalling that the matricies Q end Rare symmetric, the deriv-

ative of JN with respect to uN is 

j ~~ = o=½ ~ [ o] + [ 2:x: 
1 
N ( 0 ' QT +M ) J 1 + [ 2 ( •r ' QT+ R) uN J} 

IA A I J [ fl\ /\ 
0~~[2(¢ ciT+N) ~ + 2(T Q.T+R)'¾J] . 

O=[(•r ' Q,0+M' ) ~}1-[ (T I QT+R )uN] 

Solving for u:N 
'" /\ -1 1/\ /\1 

~=-(T QT+R) (T Q.¢+M )~ (2.25) 

Equation ( 2 . 25 ) can be rewr:i,tten in the form 

where 

(2.26) 

(2.27) 

Equation ( 2.26 ) represents the optirnum value of the control 

input uN which will minimize the Nth term of the cost func

tional JN. Evaluating the cost functional equation (2.24) by 

substituting the value of uN as given by equation (2.26) yields 

[ 
I rA l ti\ /\ 

JN=½ (x N~ Q.¢Xr,r)+(2x N(¢ QT+M)(-HN~)+ 

I f/\ /\ J 
(-(~)~) (T QT+R)(-HN~) 

( I [ 1/\ IA /\ I 1,6 /\ J }. 
JN=½tx N (0 Q.el)+2(¢ QT+M) (-HN)+(-H N) (T Q'l'+R ) (-HN) xN) 

Substituting the value of HN found in equation (2.27 ) produces 
( I fr 1/\ 1/\ /\ t/\ /\t '( IA /\ ')-1 

JN=1'21x ~ 0 ,j.,¢ ) ~2 ( ¢ QT+M) HN+ ( T Q¢+H ) ( T QT+H) 

(T
I 
QT+~) (HN)] xN) 

JN=½{x'N [(¢Q,0)-(¢ 1
QT+}'l)HN]xN} (2.28) 

Equation (2.28 ) now represents the minimum value of the Nth 

term of the cost functional. 

Using u similar approach, the ·(N-1) th term has the form 
I /\ t /\ I /\ 

J-N-1 =½(x 1liXiif +2x N-1 MuN-1 +u N-1 RuN-1) +JN 
t /\ I /\ I /\ 

JN-1 =1-:.-i (x NQ,x'N +2x N-1 MuN-1 +u N-1 R~-1 ) + 

½{x'N[(¢
1
~.,¢)-(¢

1
QT+M)HN]~} 
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-1 ( I {" [ 11\ 1/\ A ) I /\ JN_ 1- -2 x N Q+ (¢ Q.0)-(0 Q,T+1·1)HN]y¾1+2x N-1M'½r_ 1+ 
I A 

u N-1RuN-1) (2.29) 
/\ [ 1/\ IA A J Letting PN_ 1=Q+ (¢ (~)-(0- QT+M)HN (2.30) 

allows equation (2.29)to be rewritten as 

1 I I /\ I /\ 

JN-1 =·2 (x NPN-1 ¾t2x N-1 NuN-1 +u N-1 RuN-1 ) (2.31) 

Using equation (2. 27 ) as the de.finition of the 11N term in 

equation (2.30), the matrix PN,:- 1 is seen t o be syrnrnetric. 

Then equation (2.31) is ectuivalent to equ ation (2. 20) with 
/\ 

the index N replaced by N-1 and with PN defined to be Q. 

There.fore t he opt imum value or the control input u N_1 v-rhich 

will minimize the (N-1) th term of the cost functional JN_ 1 is 

u =-H x.. N-1 N-1 l'-l-1 . 
(2.32) 

where 
I A -1 I I\ /\ I 

~-1=(T PN_ 1T+R) (T Q.¢+M ) 

Note that equation ( 2 .32) is equivalent to equ ation ( 2 .26) 

with the index N replaced by N-1. According to Dorato and 

Levis Q oJ, if the system is stable and controllable then the 

· sequence P is bounded, and the discrete Hiccati equation 
1' I I A J /\ 

pk-1=Q+[(¢ pk~)-(0 pl{T+N)Hk ' PN=Q 

has a limiting solution P t hat s atisfies 

P=Q.+[(f~
1
P¢)-(¢

1
PT+}1) (T

1
PT+~)-1 (T

1
P¢+ri

1 
)] 

Therefore the optimum control input equation is 

where 

and 

uK=-HxK 
I /\ -1 I At 

H=(T PT+R) (T P0+M ) 
. /\ I I /\ 7 
P=Q+ [(.0 P0)-(0 PT+M )H J 

(2.33) 

( 2. 34) 

The matrix H described by equation (2.34) represents the 

optimal feedback control matrix for the system give_n by equa

tions (2.17), ( 2.18), and (2.19). The con.figuration of this 



)1., 
K 

sy~tem may be repre.sented in block diagram form as shown in 

Figure 1. 

Sl\tt1P~'f 
/I t,lp 

HO~ o 
E.l'fl'lf 

XI( 
)( :: ;i:.. )( + 'T' .il 1-------r-----:;11 

K-t-1 ~ K 

)J, = -Hx 
K K 

Figure 1. System Representation 1.'lith Optimal 
Feedback Control Hatrix. 

c. ApProximation of the State Vector 

10 

The system represented in Figure 1 requires that the 

entire state vector x(t) be dire~tly available for use by the 

feedback controller. In an actual system, the entire state 
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vector is usually not available for direct ·measurement. 'l'his 

requires the development of an approximate state vector which 

c a.n trien b~ substituted into tho control law of equation 

(2.33). The system which produces an approximation of the 

state vector, using the inputs uk and outputs yk of the sys

tem, is referred to as an observer. In the deterministic 

case, this observer system is called a Luenberger observer[~ 1J~ 

A 

~\ 
YK J----

I 

xi( 

I S" > 

Figure 2. - A Simple Observer System. 

First, consider a system of the form of Figure 2, 

which shows a free system s1 with no input and an observer 

s2 whose inputs are the outputs of s
1

• The equation describ

ing system s1 is 

, (2.35) 

and the equation describing the observer s2 is 
I\ I\ 

xk+1=Fxk+Lyk {2.36) 

The design of a Luenberger observer depends upon the exist

ence of a transformation matrix V which satisfies the equation 

V(J-FV=LC_ (2.37) 

For convenience, the transformation matrix V may be chosen 

to be an identity transformation. When this is done V=I and 

equation (2.37) becomes 

tJ-F=LC (2.38) 



Solving equation (2.38) f'or P yields 

F=.'!5-LC 

Substituting equation (2.39) into equation (2.36) 

" I\ xk+1=(0-LC)xk+Lxk 

12 

( 2. 39 ) 

Extending this principle to the forced system shovm in Fig

ure 3 will lead to an observer that can be described by an 

equation 

Since yk=Cxk and maintaining the identity transformation V=I 

" " xk+1=Fxk+LCxk+Tuk (2.42) 

Noting that equation (2.39) remains valid 
/\ A 
xk+1=(0-LC)xk+LCxk+Tuk (2. 43) 

Any matrix L may be chosen for the observer; however 

the response of the observer 3ystem is de termined by the 

eigenvalue s of the matrix (0-LC). It should be noted that 

the response of the system decays exponentially for eigen

values within the unit circle in the z-plane. The eigen

values of the observer are chosen to be within the unit cir

cle to insure system stability and that the state of .the 

observer will converge to the state of the observed system. 

In practice, the eigenvalues of the observer are chosen to 

be slightly closer to the origin than the system eigenvalues 

to insure that the response of' the observer will decay faster 

than the system response. Two different methods which were 

used to obtain observer matrices are presented in Appendix b. 



- .,.... ---- X : ~x + T J.J. 1--.---- - "',I 
~K . ~ Xk 

I 1<-t I K I< 

- · ------~ " XK {\ 

).J.. = -H X 
k I< 

--------~ 

--------

Y =- Cx 
k K 

OBSERVE~ 

SYSTE tt'\ 
-- ----· ---' 

Figure 3. General Representation or a Feedback 
Control System With an Observer. 

13 
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CHAPTER III 

MODELING OF A MULTIRATE SAMPLED-DATA SYSTEM 

A. Sampler Operation 

The control system discussed thus far is referred to 

as a sampled-data system, since the syst em variables are only 

measured at discrete instants of time. Therefore samples of 

the state and the output of the system occur at periodic 

intervals rather than continuously. 

In order to convert continuous signals into discrete 

signals, a sample-and-hold element is required. 'l'he sample

and-hold element samples the value of a continuous signal at 

the sampling instants tk, and maintains the sampled value 

until the next sampling instant tk+
1

• That is, 

i-1(t)=w(tk) for tk~t<tk+1 

where w(t) is the output of the sample-and-hold element. 

This description allows information to be converted from a 

continuous signal to a discrete signal and, likewise, from 

discrete to continuous. rrhis operation is necessary in any 

design involvinG a digital. computer since the computer can-

not work with continuous signals directly. Instead, a dig

ital computer performs its operations on di~tinct numbers , 

available only at s pecific instants of time. In some appli

cations , sample-and-hold elements are used because the sampling 
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action may improve the overall performance of the system. 

B. Multirate Sampling 

Sampled-data systems may contain more than one sample

and-hold element. Most control systems are designed with the 

samplers operating in synchronism with the same sampling 

rate, · and are thus referred to as single-rate sampled-data 

systems. However there exists a class of control systems in 

which two or more samplers operate with different sampling 

rates; these systems are referred to as :multirate sampled-

data systems. The analysis and design of :multirate systems 

may be traced directly to problems concerned with single

rate sampled-data systems. That is, the designer may wish 

to convert a single-rate sampled system into a multirate 

system in order to analyze the system mathematically. Fur

thermore, the introduction of :multirate sampling may be used 

to improve system response. 

On the other hand, multirate sampling may arise from 

the modeling of an actual physical system. For instance, an 

onboard digital computer used in an aircraft flight control 

system may operate at a different rate than that of the var

ious sensor inputs, such as the system radar (see [2,12-1~-J). 

c. Representation of a Multirate System 

The principle of multirate sampling can be applied 

to the discrete-time system described by the previo:us·ly 

derived system equations 



u l =u , 
{ M k:l. , 

" uk=-Hxk, 
~ M 

I\ 
xk+1=(¢-LC)xk+Lyk+Tuk, 

M M I M 

which are represented by the 

16 

~ l- ~MLk;r 1 +T 1 

s.ystem block diagram of Fig-

ure 4 containing two samplers. The two samplers shown oper

ate at different sampling rates although both are assumed to 

close simultaneously at time t=O. '.rhe sampling rates T1 and 

T2 are assumed not to be integer nn1ltiples of each other. 

Therefore the smallest periodic interval for the entire 

multirate system is given by the least common multiple of 

T 1 and T 2, which will be denoted as •rH. 

D. Sampling and Updating of System Variables 

Fl"om Figure ~-, it can be seen that u1 must be avail
{ _, 

able at the sampling instants T2• For this reason, the fe ed-

back control gain matrix His calculated at T2• Also, since 

x( t) 

will 

" and xkMmust be available at both T1 and •r2, these terms 

be updated at the multiple time •r:M. 

Since yk is only u pdated at T1, the observer only 
I 

receives new inputs at time •1•1 • Keeping this fact in mind, 

equation (2. 43 ) 

can be rewritten as 



~ 
1-\0 LO 

T~ cLEMt tl' 

41-(-j:~1 A, B 
X ( ;t.) 

7 C 
y(:t) 

µI< 
~ 

H ~ 

Figure 4. Multirate System Representation With , 
T1 Not Equal to T2• 

17 
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A A A 
x1 +1=~xk+Tuk+L(yk-Cxk) (3.1) 

C"l f'\ J'I\ I M 

In order to update ~kr" at t he multiple time TM, a linear esti-

" mator can be used to calculate xk at times other than T
1

• 
M 

According to Rhodes (J .5], the best linear estimator may be 

obtained by setting the observer term L equal to zero at all 

the times other than T
1

• This approach. results in the fol

lowing observer description: 

" " xk~1=~xk~Tuk:zkl"\ 

where z = (L(yk~C~k~ 

k l"\ zo 
at k;T =k1r 

11 M I 1 

at all other times (3.2) 

The above discussion concerninG the updating of the 

system input and output is illustrated in Figure .5. As can 

be seen, the input, uk' is updated at 1r.T2 while the output, yk' 
~ I 

is updated a~ 111 • 
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CHAPTER IV 

EXAMPLES OF SPECIFIC MUVEIRATE SYSTEMS 

In order to demonstrate the .implementation of a 

sampled-dat a system based on the system equations of the 

previous section, two types of system models were considered: 

(1) a two-sampler system having a single input variable and a 

single output variable; and (2) a three-sampler system having 

a single input variabl e but having two out9u t variables. 

Both of these models were chosen to be third-order sy stems. 

A computer simulation of each sys tem model was done in order 

to determine the response of t h e sy stem. Generally, the sys

tems discussed were b ased on t h e sy stem block diagram shown in 

li'igu.re 4. 

A. Syst ems ~ith Two Samplers 

Consider t he con tinu ous-t ime sy stem described by the 

following equ ations: 

• x1 ( t) -0.5 0. 5 o.o x1 ( t) 2 .0 

• -0.5 x 2 (t) = -2.0 o.o x 2 (t) + 3. 0 [u( t )] 

i3(t) 1.0 2.0 o.o x
3
(t) 1.0 

x
1 

( t) 

2.0 J x2 (t) 

x
3
(t) 



1 o.o 

x 3(t~ 0.0 

o.o 

[u(tl] [2.0] [u(t~} dt 

o.o 

1 o.o 

o.o 

o.o 

o.o 

20.0 

21 

x
1 

( t) 

x
2
(t) 

X (t) 
3 

where the A matrix was formed a s shoim in Appendix A. As 

discussed previously, the weighting matricies Q (t) and R (t) 

were chosen to be diagonal, and the values of t h ese matricies 

were chosen by experiment ation. 

'l'he particular t 1-10-sarnpler sys t ern chosen was one with 

a configur ation as shoi,m in Fi gure 4, sampler one ope rates at 

a rate of 4 samples per second while the rat e of sampler two 

is 5 sarnplen per second. In a multirate system, the smallest 

periodic interval, TM, is g iven by the l eas t corrrrnon multiple 

o.f the two sampling intervals. Therefore for this particular 

system, the multiple sampling rate is 20 samples per second. 

As discussed previously, the matricies ¢ and T uere 

compute d at the multiple sampling rate while the gain matrix 

H was compute d at t he r a te of s ample r two. 'rhe discrete-time 

equations 

xl~ 1 = -'6x~Tuk M 

A A A 
xl,+1 =¢xk+Tuk +L(yk-Cxk) 

'.\.M f'I l"I I r-,1 

be c ome x
1 

( k,t 1 ) 0 • 9 7 41 O • 0 2~. 

x2(~f1) = - 0.0975 0.9741 

0.01.~~-

4 .• 0 

0 .1 

x
1 

( k,) 

2.0] x 2 (k) 

x
3 

( l<) 

y,,_=C x1_ 
- '-, \.t'\ 

o. O x1 ( 1i
1
) 0 .1006 

0 .0598 

+ 
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/\ 
x 1 (kj 

- 2 .4795 -1. 309 2] ~2 (1~) 
I\ 

x 3 (l~) 

" o. 9741 
/\ 

x 1 (k,t1) 0. 02/.w. o.o x1 (~ 0.1006 
/\ I\ 

~(kj+ x 2 ( 1~+1) = -0.0975 0.9741 o.o x 2 (kJ + 0.1432 
/\ 

o.·0Li1+4 x
3

(k+1) 0.1000 
I~ . 

/\ 
1.0 x 3 (k1

) 0.0598 

L11 
/\ 
x 1 (k"~ 

L21 ~(k,~ - [1. 0 4.0 2 . oJ I\ 
x 2 (k,) 

L31 " x 3 (k~). 

The observer matrix L was calculated using the tJ 

matrix found at the multiple sampling rate. '11he values of 

the observer matrix were obtained by using each of the two 

independent methods described in Appendix B. The solution by 

the algebraic method of equating coefficients yielded 

L11 -1.0520 

L21 = ,..1.0200 

L31 3.0000 

while the solution of the .Kalman one-step predictor equations 

resulted in 

L_11 -0.0945 

L21 = 0.2397 

L31 0.0950 

For comparison purposes, a simulation was performed 

for a single-rate two-sampler system having the same config

uration of Figure 4. \Jith the sampling rate of both samplers 

equal to 5 samples per second, the discrete-time system 



equations ·were 

x1 (k+1) 

x2 (lr\+1) = 

x 3 ( k/ 1 ) 

I\ 
x 1 (k/ 1) 
I\ 
x 2 ( k;r1 ) = 
A 
x 3 (k/1) 

o.8868 

-0.3595 

0 .11 45 

o. 8868 

-0.3595 

0.11 45 

- 0 .05L1l~ 

0.2310 

0.164.5 

0.0899 

o.8868 

0.3875 

x1 (~) 

2.0] x 2 (k) 

x 3 (l~) 

- 2 . L~796 

0.0899 

o.8868 

0.3875 

23 

o.o x1 (k) o .L~o6 

o.·o x2(~) + o. L~927 [u(~~ 

1 • 0 x') ( k) o. 3L~61 
..) ) . 

-1 • 3092] 

o.o /\ 
x 1 (k) o. 4062 
/\ 

0.49 27 [u(~+ o.o x 2 (k_) + 

1 • 0 
/\ 

x 3 (k) o. 3461 

2.0] 

This observer matrix L was developed by the Kalman one-step 

predictor method discussed in Appendix B. Appendix C demon

strates the procedure followed to determine whether the 

states of the system are controllable and observable. 

The state response of each of the ~e systems is sho~m 

in Figur e 6 through 14. In these fi[Plres, part (a) repre

s0nts the response of each state variable, x. Part (b) of 

t . . t /\ f he figures represents the r es ponse of the estima e, x, o 

each state variable. The difference between each state 
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vector and its estimate is display ed in part (c) of the fig-

ures. 

B. Systems With Three Samplers 

Consider the three-sampler system shown in Figure 15, 

which has one input variable but two output variables. First 

consider the case where the two output variables are each 

sampled at a different rate. Such a system may arise in 

certain applications when some portions of the output cannot 

be sample d at the same rate as other portions due to the 

characteristics of the measurement devices. 

The particular system design consider ed was one 

where sam1)ler two and sampler three operate at the same rate 

- 5 samples per second. The rate of sampler one is again 

chosen to be L1. samples per second, so the multiple sampling 

rate remains 20 samples per second. Therefore both uk and 
:'.l. 

y2k are updated at the faster rate while 
:i. 

y1k is updated at 
I 

the slower rate. 

Similar to the two-sampler multirate case, 0 and •r 

Here computed at the multiple sampling rate. 'l1he gain matrix 

H was computed at .the rate of sampler three, which in this 

particular system is the same as the rate of sampler two. 

Therefore the values of~, T, and H were identical to those 

used in the t wo-sampler multirate case. Although the observer 

matrix L still depends on the 0 matrix found at the multiple 

sampling rate, the calculations necess ary to determine the 

values of L were much more involved since L must now be 
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a 2x3 matrix. Therefore the ob server matrix L was found by 

the Kalman one-step predictor equations. 

time 

For the thre e-s ampler t wo-output c ase , the discrete-

equations were 

x1 (kt1) 0.9741 

x 2 (k,t1) = -0.0975 

x
3 

(k/1 ) 0.0,444 

t1 (~~ [1.0 4.0 

y 2 (k} = 2.0 1.0 

[u(~~ = -[2. 2475 

I\ 
x1 (k+1 ) o. 9741 

r~ 
I\ 

x 2(~,;+-1) = -0.0975 
I\ 

x3 (~t1) 0.0!~h 

-0.1 953 

0.2850 

0.0696 

o. 02Lµ_~ 

0. 971_~1 

0.1 000 

2.oJ x1 ( le,) 

3 .0 x 2 (kJ 

X3 (~) 

- 3. 2054 

0 . 021_µ_1. 

0 . 9741 

0.1000 

0.0 x1 (kj 0.0987 

o.o x 2 (kJ+ -0.001_~9 ~(~)] 

1.0 x3 (kJ 0.0023 

~1 (kJ 

-1.6827] 
/\ 
x 2 (kJ 

" x 3 (kJ. 

I\ o.o x1 (k) 0.0987 

o.o I\ 
x 2(kJ + -0.0 049 [:!(kj]+ 

1.0 
I\ 
x

3
(k 0.0023 

t1(k] r•O " o. 2~.01 i~ . 0 
2-~ 

x1 (kj 
I\ 

y 2 <~ )- 2.0 1 . • O 3.0 x 2 (k). 

0 . 2101+ 
/\ 
x3 (kJ 

As a sec ond case, consider the three -sampler system 

of Figure 1.5 with both output variables being ·sampled at the 

same rate - 4 samples per second - while the control input 

is sampled at a faster rate - 5 samples per second . The 

discrete-t ime system equations for this case remain as shown 
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above; however both output variables are updated at the slower 

1~ate while the control input is still updated at the faster 

rate. 

As before, a simulation was also performed for a 

single-rate three-sampler system for comparison purposes. 

With all three sampl ers in Figure 15 operating at the rate 

of 5 samples per second, the discrete-time sys tem equations 

were 

x1 ( k_,+1 ) o. 8868 

x2 (k~+1 ) = -0.3595 

x 3 (k:,:+-1 ) 0.1145 

[y 1 (k,)J [1 .O 4.0 

y 2(k:) = 2.0 1.0 

[u(k)] = -[7 .0271 

I\ x1 (k.,+1) 
I\ 
x'.)(1~+1 ) 

L • 

I\ 
x 3 (k/ 1) 

= 

o. 8868 

-0.3595 

·0.1145 

- 0 .1384 

0.3102 

0.1202 

0.0899 o. o x1 (k) 0.4062 

o.8868 o.o x 2 (kJ + o. 4927 ~o~D 
0.3875 1.0 x3 (k) 0.3461 

2.0] x1 {k) 

3.0 x 2(k) 

X3 (~ ) 

-2. 4796 

~1 (k) 

-1.3092] x2(k~) 

0 . 0899 

o. 8868 

0.3 875' 

0.1 816 

- 0. 231 5 

0 .1957 

o . o 

o.o 
1 • 0 

X309 

I\ 
x

1
(k) o.L~062 

~2(k)+ 0.LJ.927 ~(~j+ 
X3(k) 0.3)1-61 

In an attempt to improve the· system res ponse, the 

case where the two output variables were each sampled at a 
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different rate was reconsidered. The simulation program for 

the system was based on y 1 bein g sampled at time T1 and y 2 
being sampled at T2 • In the previously discussed approach 

(Case 1), at those instants when y 1 is not available, its 

value is set equal to what it was at the previous sampling 

time; similarly for y 2 • However if neither one o.f they com

ponents is available, the observer term is set equal to zero. 

As an alternate approach (Case 2 ), this simulation prosrrun 

was revised so that when one of they components is not avail

able its corresponding part o.f the observer term is set equal 

to zero, leaving only the pa.rt due to they component that is 

present. Since the system variables are still being updated 

at the rates given in Case 1, the .discrete-time equations are 

identical; the only di.fference between the two case.s is in 

the method used to update the output components. 

The state response of each of these sy stems is shown 

in Figures 16 through 27. As before, part (a) represents the 

state variable, part (b) represents the e stilnate of the state 

variable, and part ( c) displays the difference beti,veen e ach 

state variable and its est i mate . 
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CHAPTER V 

CONCLUSIONS 

The effects of rnultirate sampling on the re s ponse 

of a sampled-data system are demonstrated by the sinru.lation 

results presented in Chapter IV. 

50 

A comparison of the responses of the two-sampler 

multirate systems indicates that the system using the observer 

values determined by the algebraic method of equating coef

ficients exhibits the characteristics of a more underdamped 

case. This response is due to the values chosen for the 

eigenvalues of the matrix (0-LC). The response of this sys

tem can be adjusted by modifying the choice for the eigen

values of the matrix (0-LC). 

The response of the three-sampler rnultirate sy stem 

where both output variables are sampled .at the same rate 

closely resembles, in shape, the response of the two- s ampler 

multirate system, where the ob s erver matrices are both found 

by the Kalman one-step predictor equations. This sirnilarity 

is to be expected since, in both systems, the control input 

is sampled at the rate of 5 samples per second and the 

entire output vector is sampled at the rate of L~ samples 

per second. 

However for the three-sampler multirate system with 

each o.f the t wo output vari ables sampled at a different rate, 
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the response does not decay to zero as rapidly as the other 

three-sampler systems. Furthermore, the response contains 

periodic pulses which, although they decay, account for the 

lengthening of the response time interval. The SDnulation 

program for this system model was bas-ed on y 1 being sampled 

at time T1 and y2 being sampled at time T2 • At the sampling 

instants when y 1 is .not sampled, its value was set equal to 

what it was at the previous sampling time; that is, at the 

sampling times when y 1 is not updated, it was assumed that 

Y1k = Y1k-1 
I I 

Similarly for y 2 • In the calculation of the z terms described 

by equation (3.2), these values f or y 1 and y 2, containing 

past information, were used. 

However, because this simulation exhibited oscilla

tions and r equired a comparatively long time to decay, the 

simulation program was revised so that the particular y com

ponent which is being updated is the only one that affects 

the calculation of the z terrn at that instant. This approach 

results in a simulation using 

L,( y1 k~C 1 ~k~ at lq'1,1=k,T1 ~l~ 2 
I\ 

~,'.f 11=k;r 2~1,T 1 L:J ( y 2lsC 2xk~ at 
z -
k: I\ I\ 

~{M=k,T 1 =l~? 2 L(y1k-C 1xk+y2k-c 2x~) at 
I I') ;)_ '\ 

0 at all other times 

It can be seen .that this system model resulted in a response 

which converges more rapidly and with le s s oscillations. 

A pos sibility for further investigation may involve 

a more detailed study of this three-sampler multirate system 



with two outputs sampled at different rates. The analysis 

might consider the application of multirate sampling to sys

tems in which the output can be divided into two subgroups 

- one subgroup containing components which vary rapidly 

with time while the other subgroup consists of components 

which vary more slowly with time. In such a system, the com

ponents which change more rapidly would be sampled at the 

faster rate while the components which change more slowly 

would be sampled at the slower rate. This approach would 

insure that a minimum amount of change occurs between suc

cessive sampling inst~ts [16]. 

Further improvement in system res ponse might be 

accomplished by trial-and-error experimentation in the choice 

of the weighting mo.trices Q and R. Although this was done 

to some exte~t, further experimentation may be desirable in 

a practical application. It might also prove interesting to 

investigate the effects of varying the sampling interval. 

This was done for the systems described in this thesis with 

the faster rate maintained at 5 samples per second but the 

slower rate decreased to 2 samples per second. The system 

responses for the various cases at these new sampling rate·s 

were similar t _o the responses already presented. 

It should also be noted that the responses of the 

single-rate sarn.pled-data systems indicate that their esti-
/\ 

mated state vector x closely approximates the state vari-

able x. However, it should be realized that the simulation 

of a single-rate system assumes that measure:i:nents of the 
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sys t em var i ables a r e avail able a t the f aster s amplinG rate 

of S sample s per second. On the other h and , t he multirate 

des i gn assumes that certain me asurements are only available 

a t t h e slm-rnr rate of L~ samples per second ·while the control 

input uk i s required at a r a t e of 5 samples per second. In 

some practica l applications of sampled-da t a sys t ems , the 

measurement variables are not always available at the same 

rate as tha t Hith which the control input i s reciuired . Fur

thermore, in certain systems, although all the system vari

ables may be available for u pdating at the same sampling 

rate, it may be des ir able to update some of the v ariables 

a t a slower rate then the othe r s . This is particularly 

applicable in systems where certain v ari ab les chan ge s lower 

than others. By sampling the s e v ariable s a t a slower r a te 

than the rest of the system, it is possible to reduc e the 

amount of c a lcula tions necessary. In such situations, t he 

designer may find that multirate sampling becomes advan-

tageous. 
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APPENDIX A 

Determination of the A Matrix 

The A matrix was chosen to insure that the continuous

time sy stem would be stable . 'l'his was done by choosing the 

open-loop system poles in the l eft-hand plane. For the par

ticular continuous-time systems discussed in Chapter IV, the 

open-loop poles were chosen to be 

r-1 , 2=-o.5 ~ j1.o 

r
3
=o.o 

These poles yield a characteristic equation 

Por 

o=[?--o][r-(-o.5+j)J[r-(-o.s-j )] 

0=?-[?-2+?-+1.25] 

'rhe desired A matrix is of the form 

a11 a12 a13 

A = 
a21 a22 a23 

a31 a32 a33 

sirnplici ty, a13 and a23 were chosen to be zero. 

the characteristic equation of A is 

17'I-Aj=o= (?--a33) [(r-a11 )(r-a22 )-a12a21J 

(A-1 ) 

'l'herefore 

O= (?--a33 )[ 7' 2_ r{ a11 +a22) + ( a11 a22-a1 2a21 ) J ( A-2) 

Equating the coef fici ents of' like terms in equations (A-1) and 

(A-2) yields 

a
33

=o.o 

- ( a11 +a22) =1 • 0 

(A-3) 

(A-4) 
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(A-5) 

Choosing a 22 to be -0.5 in e qu ation (A-4) determines that 

a
11 

is -0. 5. Substituting these v alues into e quation (A-5) 

and selecting a 12 to be 0.5 determines that a 21 is -2.0. The 

values of a 31 and a
32 

are thus :round to be arbitrary and were 

selected to have values of 1.0 and 2.0 resp ectively. 

Therefore the matrix A which was chosen to be used 

for the continuous-time systems is 

-0.5 

A= -2.0 

1.0 2.0 

o.o 

o.o 

o.o 
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APPENDIX B 

Determination of the Observer Matrix L 

'l'he observer matr•ix L must be cho s en so that the 

eigenvalues of the matrix (¢-LC) are within the unit circle 

in the z-plnne. As was explained in Section C of Chapt er II, 

the choice of such eigenvalues insures that the state of the 

observer will conver ge to that of the observed system. For 

this reason, the eigenvalues of the matrix (¢-LC) were chosen 

to be 

7' =o.s/=11° = o.79!jo.15 1.,2 

I' 3 =0.5 

These poles yield a characteristic equation 

O=(r-0.8/11°)(?--0.8 ~11° )(~-0.5) 

o= 7-3-2.10 r 2+1.41~}-o.32 (B-1) 

The unknoim observer matrix L can be found by equating 

t he coefficients of the determinant I rI-(¢-LC) I to the cor

resp ond ing coeff icients of equation ( D-1). 

An alternate method for determining the unkno i.-m observer 

matrix Lis thr ou gh the use of the Kalman one-step predictor, 

wh ich is describ ed b y the follo wing set o f e~uations [15] 
t t -1 

Lk=¢PkC (CPkC ) ( B-2) 

where p _ [ t t -1 ] , 
k+1-y1 Pk-PkC (CPkC ) CP1{ ¢ ( B-3) 

The obs erve r matrix L can be f'ound through t h e computer 

al c;orithm which deterrnines the solution of equations (B-2) and 

(B-3) • 'l
1he use of this com::mter al::;orithm enab l e- s t he d e signer 
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to determine the v a lues of' the ob s erver matrix quicker, e asier, 

and more accurately than t he previously described a l gebr a ic 

e t hod of e qu a ting coe f f'ici ents. 'l'h e c omj)lexity of' the 

algebraic method incre a ses signif'icantl y as the order of the 

system increases . Even for a third-order c a se, t h is fact 

b e c mne apparent as the c ompl exity of the al13ebraic equations 

i n cre a sed t r emendo~sly. 



APP.J::..NDIX C 

Checking for Controllability and Observability 

Before forming the discrete-time s y stem, a check shouli 

be performed on the continuous-time system to insure tha t it 

is both controllable and observable. By definition, a s y stem 

is said to be controllable if all of the state variables can 

be changed by ndjusting the input variables. Also, a system 

is said to be observable if every state variable c rui be found 

from measuring values of the output. 

A system is controll able if and only if the matrix 

~ 
I I 2 1 I n-1 J P = B•AB•A B• ••• •A B 
I I I I 

has rank n, where n is the order of the matrix A. 

A s y stem i s observable if ond on l y if the matrix 

<;,l = C IA C 1(A ) C '••• 1(A ) C ~ 
I I I I I I 2 I I I I n-1 I ] 

I I I I 

has rank n, where n is t h e order of t he matrix A [17]. 
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