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Abstract 
Explosive detection is an area of great interest in the military, transportation, and 

safety sectors due to the recent terrorist attacks that have taken place in different parts of 

the world. Here, detection platforms with high sensitivity and selectivity features are 

required for the detection of explosives in these senarios. A promising candidate that can 

fit these specifications is a peptide functionalized carbon nanotube (CNT) due to their 

unique sensing properties. The present research work has studied the identification of 

peptides that selectively bind to PETN explosive as well as their incorporation onto CNTs 

for establishing a nanoscale sensor.  This research work has initially concentrated on the 

use of a phage display technique and enzyme-linked immunosorbent assays in order to 

screen for those peptides with affinity toward PETNH [a surrogate of the explosive 

Pentaerythritol tetranitrate (PETN)]. The use of the PETN surrogate in this work allowed 

the immobilization of the target during the phage screening process, while retaining the 

chemical profile similar to PETN. The results have suggested that the library here 

investigated contained peptides selective to PETNH.   

Following the panning (screening) procedure, clones were selected and further 

tested for specificity toward PETNH.  The ELISA results from these samples showed that 

each phage clone has some level of selectivity for binding to PETNH. The peptides from 

these clones have been sequenced and shown to contain similar amino acid segments 

among them. These peptides were then used to biologically functionalize single wall 

carbon nanotubes (SWCNTs) with the purpose of developing a liquid state PETN 

nanosensor. The results have shown that the peptide-SWCNT complex was able to detect 

the presence of PETNH.  
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Also included in this work, is the modeling of the electrical current flow passing 

through a carbon nanotube field effect transistor (FET) system using density functional 

tight binding (DFTB) theory via a dftb+ program. The systems investigated included a 

plain SWCNT, a peptide functionalized SWCNT, and a peptide functionalized SWCNT 

interacting with PETN. The results have showed that an 8,0 SWCNT FET exhibited an n-

type conduction in an oxygen less environment, and that the addition of a peptide or a 

peptide-PETN interaction did not affect the original n-type conduction profile of the 

SWCNTs. Furthermore, the results showed that the interaction of PETN with the SWCNT-

peptide system displayed an increase in the electrical current of the system suggesting that 

the explosive sensor resulted in a donation of electrons to the SWCNT conducting channel.  

The results have shown that the peptide-SWCNT FET operation parameters can be 

modeled using DFTB theory. This modeling can reduce the experimental work required to 

identify the functional groups that tailor the selective features of SWCNT based sensors. It 

is expected that the results presented in this research program can lay out the foundations 

for developing solid state sensors for explosive materials. 
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Chapter 1 . Introduction 

1.1 Technological Need 

Whether or not they think about it, humans come in contact with sensor technologies 

every day. In their cars, there are a multitude of sensors that check gas levels, oil quality, 

and much more. Sensors in their ovens help to keep the temperature steady during cooking. 

Along with sensors used in everyday life, there are many sensor applications that help keep 

humans safe. Lab tests can detect early stages of diseases and help to monitor our health. 

Recently, one of the emerging needs for better sensor technology lies in explosive 

detection. It seems that every day there is a news story about road side improvised 

explosive devices harming soldiers or even bombings in otherwise peaceful cities. 

On April 15, 2013 two bombs were detonated at the Boston marathon [1]. This 

bombing killed 3 people and injured over 260. Shown in Figure 1-1 is the aftermath of the 

first bomb and the subsequent detonation of the second. 

 

 

Figure 1-1:   2013 Boston marathon bombing [1] 
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These bombs were created by two inexperienced men and still created a lot of devastation. 

On November 15, 2015, multiple explosives were detonated in Paris [2]. A total of 130 

were left dead and hundreds wounded from the explosions and shooting that took place. 

On March 22, 2016, a bombing at the Brussels airport and metro station killed  32 people 

[3]. Finally, on June 28, 2016, a bombing carried out at the Artürk airport in Istanbul killed 

41 and injured 230 [4].  

With the current increasing concern for national security, the exploration into 

sensitive and fast explosive detection techniques has garnered considerable interest among 

governmental, educational, and private institutions [5–9].These initiatives have resulted in 

different approaches for the detection of explosives [10,11]. However, techniques such as 

X-ray and sniffing dogs still present various drawbacks such as high time for detection and 

low portability. Indeed, sniffer dogs require expensive training and sometimes their 

detection can be inconsistent. To overcome these barriers, much work has been performed 

to create better methods to detect explosives such as trinitrotoluene (TNT) and 1,3,5-

trinitroperhydro-1,3,5-triazine (RDX). A few of the most sensitive sensor techniques 

exploit the fact that some explosives, such as TNT, are very good electron acceptors [12–

14]. For example, some sensors have used a polymer thin film made of a polycarbazole 

[12]. When brought into contact with TNT vapors, the polymer thin film donates electrons 

and the films fluorescence intensity decreases. Likewise, other polymers such as 

tris(phenylene)vinylene (TPV) have been used to interact with RDX and PETN in a similar 

manner [13].  

Another method of TNT detection uses quantum cascade laser photoacoustic 

spectroscopy (QCL-PAS), which has been reported to sense at the ppb level [15]. One of 
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the best features of this QCL-PAS method is that it inherently has a very small chance of 

false positives. The absorption spectrum from the test is a direct function of the chemical 

composition. Thus, even though a chemical agent may show polymorphism, the spectra 

will exhibit unique differences. 

 Indeed, much of the explosive detection work has focused on the detection of TNT 

and RDX, while research into Pentaerythritol Tetranitrate (PETN), a primary ingredient in 

Semtex plastic explosives and one of the strongest explosives, has been limitedly 

investigated due to its low vapor pressure [16]. Some work has been carried out by the 

Defence and Science Technology Laboratory in the U.K. on the detection of PETN; their 

research initiatives have resulted in the identification of an antibody specific to the 

explosive [17]. It has been shown that this antibody can be incorporated into an enzyme 

immunoassay to develop a detection platform [18,19]. However, it is apparent that there is 

still a need for more research into alternate sensitive, selective, and portable sensors that 

can successfully target PETN. A promising candidate to meet these criterion is a PETN 

specific peptide. It has been shown that peptides selective to volatile organic compounds 

(VOC) such as benzene, toluene, and xylene can be obtained via a bio-panning of a M13 

phage library [20]. The peptides discovered through the biopanning (screening) procedure 

were used to functionalize a micro-cantilever surface. These sensors were able to 

discriminate between each organic compound and, in essence, “sense” a single carbon 

change in the target compound. In addition, these sensors were capable of detecting on the 

sub-ppm level with relatively rapid detection times. Similarly, work has been performed 

on identifying peptides selective to TNT [21,22]. Thus, a phage display library technique 

can be used to find peptides that express selectivity towards chemical constituents similar 
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to PETN. These peptides can then be incorporated onto an optical-electrical platform to 

assemble a biosensor. One of the reasons that makes peptides an excellent candidate for 

being considered as the detection platform of nanosensors is that they are able to be kept 

in a solid state without the need of storage in a liquid environment [23,24]. An opposite 

feature to that required by biological selective materials such as antibodies. Certainly, this 

solid-state storage capability is an important feature for sensor applications. 

1.2 Commercialization 

Currently, carbon nanotubes are beginning to emerge as commercialized sensors 

[25–27]. NASA has created sensors based on SWCNT suspensions deposited onto 

interdigitated electrodes [25]. Some of the areas these sensors have been used include the 

detection of flammable gasses, quality control, methane detection, monitoring of industrial 

gases, and emissions of patient’s breath. Applied Nanotech Inc., based out of Austin, 

Texas, has commercialized enzyme coated CNT sensors that target glucose in the liquid 

and gas phases [26]. These sensitive and selective sensors have been used in blood, urine, 

and saliva analysis. Nano Engineered Applications, Inc. is another company that focuses 

on creating solid-state SWCNT sensors targeting airborne gases at the parts per billion 

level [27]. These sensors are produced in a way that they can monitor different gas levels 

in real time. 

1.3 Overview of Carbon Nanotubes (CNT) 

Carbon nanotubes (CNTs) are relatively new nanomaterials that have spurred 

considerable research in the past few decades. In 1991, Sumio Iijima discovered that 
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tubular graphite can be formed in direct current arc-discharge evaporation of carbon 

[28]. This discovery sparked much interest into understanding their growth mechanism. 

In 1995, at the Center for Nanoscale Science and Technology in Houston, the growth 

mechanism of direct laser vaporization and metal catalyzed direct laser vaporization 

techniques were subsequently discovered [29,30]. Later in 1999, the growth model for 

metal catalyzed CVD was explored and similar results were found [31] . Kinetic 

modeling of CVD also led to an understanding of the reactions that take place at various 

locations in the growth chamber [32] . Due to a large amount of variables present in 

the growth of CNTs, research into different catalysts and support materials, catalyst 

layer thickness, and agents to keep the growth free of amorphous carbon has led to a 

more controlled growth process [33–36].  This fundamental understanding has resulted 

in the growth of vertically aligned CNTs [37], patterned growth of vertically aligned 

tubes [38], and growth between patterned islands of catalyst to produce very small scale 

electronic devices [39]. 

Carbon nanotubes have also attracted much interest in the scientific and applied 

fields because of their exceptional properties. One attractive property is their 

mechanical strength. The elastic modulus of CNTs have been measured between 0.41 

TPa with a maximum of 4.15 TPa [40–42]. Additionally, CNTs exhibit very good 

bending properties. They have shown to be very flexible after observing MWCNTs 

returning to their original position following a bending state with a radius of curvature 

around 20 nm [43]. Indeed, they have shown an average bending strength of 14 GPa 

[41]. Due to these outstanding mechanical properties, they are being used on turbine 
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blades, airplane structures (as integrity monitoring materials), and on sporting goods 

such as bicycles for enhancing their strength [44]. 

In addition to their exceptional mechanical properties, CNTs have very interesting 

and exploitable electrical properties. For instance, depending on the chirality of 

SWCNTs, a tube may act either as a metal or semiconductor [45]. Also, within the 

semiconductor regime of the SWCNT, it is possible to adjust whether the tube acts as 

a p-type or n-type semiconductor [46]. For example, a semiconducting SWCNT 

inherently behaves as n-type, but once it comes in contact with oxygen it converts into 

a p-type semiconductor. These electrical properties has led to their use in many nano 

scale electrical circuits and sensor platforms [47]. 

1.4 CNT Sensors 

The production of a CNT sensor that targets an explosive, such as PETN, would be 

very valuable in many different application areas. One of the best aspects about these types 

of sensors is its size. Their small size allows for unparalleled portability that common 

detection platforms such as X-Ray do not have [10,11]. Thus, these sensors could 

potentially have the ability to be assembled into electronics on the scale of a hand held 

device. This means applications where airport employees could use them as real time 

atmosphere scanners for directly scanning suspicious individuals. Some other applications 

could reach to the police force where preventative detection could stop terrorists before an 

act can be committed or to soldiers where monitoring could result in the early detection of 

improvised explosive devices.  
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One of the properties of an ideal explosive sensor is the requirement of high 

sensitivity due to the low vapor pressures that explosives present. Table 1.1 shows the 

vapor pressures of some explosive materials [48].  

Table 1.1 : Vapor pressures for common explosives [48]. 

Explosive Vapor Pressure at 25 °C (atm) 

TNT 9.7E-09 

RDX 6.16E-12 

PETN 7.17E-12 

 

Indeed, CNTs have the ability to detect chemicals at very low concentration levels. It has 

been shown that CNTs inherently exhibit an electrical conductivity change when in contact 

with varying levels of chemicals such as ܱܰଶ, ܰܪଷ, and ܱଶ [49–51].  These CNT based 

sensors are able to detect as low as the parts per billion level. Other important results from 

these studies have shown that CNT based sensors outperformed metal oxide detectors in 

both sensitivity and stability [52,53]. Additionally, CNTs do not have issues with surface 

stability like that shown in metal oxide sensors. 

Another pertinent property of CNT sensors is their ability to target specific explosive 

structures which reduces the possibility of false positive detections.  Here, selectively on 

CNTs can be incorporated through covalent and noncovalent functionalization routes. It 

has been shown that Nafion functionalization yields CNTs capable of detecting only the 

ܰ  ଷ, in aܪܰ ܱଶ െ  ଷ mixture [54]. Conversely, functionalization with polyethyleneimineܪܰ

allows the detection of ܱܰଶ but not ܰܪଷ. Other research groups have studied the chemical 

functionalization a step further. They showed that chemical functionalization not only 

imparts selectivity, but it can also result in the detection of chemicals not inherently 
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detected by CNTs [55,56] . It has been demonstrated that the use of poly(ethylene glycol) 

results in a sensor that can detect organic solvents such as chloroform [55]. Wang et al [56] 

proved that the addition of hexafluoroisopropanol substituted polythiophene (HFIP-PT) 

polymer to the SWCNT sidewalls produced a sensor that targeted dimethyl 

methylphosphonate (a chemical agent with similar structure and properties to sarin gas). 

The sensing mechanism is a result of the hydrogen binding between the HFIP and the 

phosphate esters present in chemical warfare agents, and the resulting charge transfer being 

detected by the CNT. 

Another alluring property of CNT sensors is their recovery capabilities. CNTs 

sensors present a conductance baseline depending of the construction of the device  [50]. 

Interaction of the analyte with the CNT device results in a change of conductance. Using 

heat or UV treatment, the CNT sensor can be returned to its original conductance. 

Depending on the applications, this recovery can occur several times before the recovered 

baseline is greatly affected. This recovery feature means that the lifetime of a CNT sensor 

is extended with reductions in the overall cost. 

1.5 Molecular Modeling 

Theoretical modeling of the interaction between a CNT sensor device and a target 

analyte elucidates the way in which the sensor can act during detection. Modeling can also 

help to narrow down operating conditions of the device such as gate voltage and bias 

voltage. One way to model a CNT-based sensor, is through density functional tight binding 

(DFTB) theory [57]. The DFTB formalism helps to eliminate many of the complicated 

integrals present in the density functional theory (DFT) [58]. The main reduction in 
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difficulty from DFT to DFTB theory comes from disregarding terms that have little effect 

on the resulting system, and setting some of the integrals to constants that fit values 

calculated through simpler means. Additionally, the use of the non-equilibrium Green’s 

functions and Poisson equations after the DFTB analysis results in the ability to calculate 

and model the electrical current passing through the CNT-based sensor [59,60].  This 

allows for the study of the effect of the analyte-CNT interaction on the electrical properties 

of the nanotubes.  

Using DFTB, many different properties of CNTs have been modeled [61,62]. DFTB 

has been able to agree with the experimental observations on the electrical nature of CNTs 

being influenced by their chiral nature [61,62]. It has also been shown that the adsorption 

of metal particles on the CNT surface could cause a tube previously operating as a 

semiconductor to act as a metal or conversely (depending on the initial chirality of the 

undoped CNT) [63]. Finally, DFTB has also been used to show that the chemisorption of 

a functional group causes a greater change in the electrical properties of CNTs than that 

displayed by a physisorbed molecule [64,65]. 

1.6 Experimental Research 

The research work here proposed focuses on the selective detection of pentaerythritol 

trinitrate hemisuccinate (PETNH) [surrogate explosive of pentaerythritol tetranitrate 

(PETN)] using CNTs. Currently, there has not been a constituent found to selectively bind 

to or interact with PETN. Hence, an important aspect of this research is the identification 

of a functional structure selective towards PETNH, and its subsequent covalent attachment 

onto the CNTs to assemble a robust sensing device. Specifically, the purpose of this 
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research program is to identify and investigate the unique amino acid sequences through a 

phage display technology approach with exclusive specificity towards PETNH. Here, the 

identification of the amino acid sequences is assisted by a bio-panning procedure and an 

enzyme-linked immunosorbent assay (ELISA). 

 A phage display library consists of a virus expressing peptides, proteins, or antibodies 

on their surface [66]. In this proposed work, a peptide structure, which consists of short 

chain amino acids, is considered. This is because peptides have the ability to be used in 

applications with varying environmental conditions [23]. This feature is critical in 

explosive detection because sensing environment can range in temperature and humidity 

in controlled airports to extreme cold or hot temperature conditions in defense operations. 

Since these libraries consist of phage expressing millions of different peptide sequences, a 

bio-panning procedure was used to isolate only phage displaying peptides selective to the 

target PETNH [66]. ELISAs were subsequently used to determine the selectivity of peptide 

binding [67].  The selected and isolated phage from the biopanning process was then 

processed and sequenced.  

 Using the knowledge of the sequence, the peptides were acquired from a third party 

supplier specialized in the assembly of peptides. Following the acquisition of the peptides, 

a carbodiimide crosslinker approach was studied as a procedure to attach the peptides to 

carboxylated CNTs. These target selective peptides functionalized the SWCNTs, and this 

peptide-CNT complex was then used to test the detection of PETN in the liquid state. Here, 

similar nitro based compounds were included to study the selectivity of the identified 

peptides.  
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Liquid detection  was carried out by using an avidin incorporation assay and a biotin 

tagged peptide, since these two components react and link when they come in contact [68]. 

Using a detection agent, such as HABA(4’-hydroxyazobenzene-2-carboxylic acid) in 

avidin, the binding was monitored using a colorimetric change and Beer’s law. The 

schematic of the reaction of the protein with the HABA reagent can be observed in Figure 

1-2. 

  

 

 

 

 

Figure 1-2:   HABA/Avidin Biotin Incorporation Assay Schematic [68]. The 

HABA/Avidin biotinylated peptide complex is then read via visible spectroscopy. 

1.7 Modeling Work 

This research work also includes the modeling of the interaction between the peptide 

functionalized SWCNT and PETN. This is performed by employing the use of Density 

Functional Tight Binding (DFTB) in conjunction with non-equilibrium Green’s functions. 

This model was selected because it is known to correlate well with the experimental results 

of nanomaterials [58,69–72].  In the DFTB theory, information such as the electron wave 

functions, base energy, and band gaps can be calculated. This information was then used 

in Green’s functions to calculate values such as the electrical current (at the atomic level 
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and in the tube), the charge density, and conductivity of the tube [59]. Thus, using the 

DFTB method, it is possible to calculate the change in conductivity when the biologically 

functionalized SWCNT “detects” the PETN explosive. 

Here, a single isolated SWCNT functionalized by a chosen peptide was modeled. Then 

the model was used to calculate the change in its electrical properties when brought into 

contact with the PETN.  Lastly, the effect of bias and gate voltages on the modeled CNT 

sensor were also explored. 

 

In summary, the specific objectives for the present research work are: 

1. Use of phage display library and biopanning procedures to identify a short chain 

peptide that specifically binds to Pentaerythritol Trinitrate Hemisuccinate 

(PETNH). 

2. Covalently attach peptide sequences to carboxylated carbon nanotubes through 

carbodiimide chemistry. 

3. Test the liquid state sensing capabilities of the functionalized CNTs towards 

PETNH.  

4. Model the electrical profile of the CNT sensor based on the DFTB theory. 

1.8 Organization 

The present thesis is organized in five chapters. Chapter 1 presents the need for 

CNT-based sensor research work. Also, a basic overview of the sensor technology, and the 

objectives of the work are included. Chapter 2 presents the literature review of CNTs. It 

describes the physical, electrical, and mechanical properties of CNTs as well as their 
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synthesis and applications in sensors. This chapter also describes the phage display process 

and presents an overview of the molecular modeling of CNT systems using Density 

Functional Theory conjoined with the tight binding formalism, non-equilibrium Green’s 

functions, and Poisson equations. Chapter 3 presents the methods and materials used in this 

research work. Chapter 4 shows the computer modeling methodology considered in this 

research. Chapter 5 presents the results and discussion of the experimental and modeling 

work. It describes the outcome of the phage display library, the covalent binding of the 

peptide to the CNTs, and the results of the detection of PETN in the liquid state. Also, 

chapter 5 presents the modeling of the electrical profiles of a bare semiconducting 

SWCNT, a SWCNT/peptide system, and a SWCNT/peptide system interacting with PETN 

via DFTB theory. Finally, chapter 6 presents the conclusions of the thesis. 
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Chapter 2 . Literature Review 

This chapter presents the different methods of carbon nanotube production and their 

application in the sensor field. This chapter also describes the functionalization of 

synthesized CNTs to make them selective to specific bio-chem analytes. The research on 

CNTs has shown that their physical conformation and electrical properties allow them to 

be used as the core element of chemical sensors. Additionally, the use of phage display 

libraries to identify chemically specific molecules for developing selective biosensors 

based on CNTs, is also presented. Finally, the modeling of the electrical properties of CNTs 

through density function tight-binding (DFTB) theory is described in this chapter. 

2.1 Carbon Nanotube Morphology 

 Carbon nanotubes are allotropic structures of carbon that were initially discovered 

by Iijima during the d.c. arc-discharge of a carbon electrode [1]. Using high resolution 

electron microscopy, Iijima was able to image these nano structures as seen in  

Figure 2-1.  

 

Figure 2-1: High resolution electron images of MWCNTs consisting of 5 (a), 2 (b), 

and 7 (c) sheets of graphene [1]. 
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From the work performed by Iijima, the spacing between walls in the carbon nanotubes 

was shown to be about 0.34 nm, a distance similar to the spacing observed between 

graphene sheets in graphite. The number of sheets observed in the tubes were between 2 

and 50, with closed ended tips rather than open. Using CNT images in conjunction with 

electron diffraction patterns, he conjectured that multi wall carbon nanotube (MWCNT) 

structures are composed of concentric tubes of graphene rather than a single sheet wrapped 

continuously around itself. Further work, also carried out by Iijima in the arc-discharge 

production of CNTs, resulted in the discovery of single walled carbon nanotubes 

(SWNCTs) [2]. Iijima observed that SWCNTs were constructed of only one rolled sheet 

of graphene, with diameters smaller than those shown by their MWCNT counterparts.  This 

work formed the basis for the understanding of CNTs.  

2.1.1  Nanotube Structure 

The atomic structure of CNTs can be described by a chirality vector in the form of 

equation 2.1 [1–5]. 

௛ሬሬሬሬԦܥ  ൌ ݊ܽଵሬሬሬሬԦ ൅ ݉ܽଶሬሬሬሬԦ (2-1) 

This vector describes the way in which a sheet of graphene is wrapped to form a CNT. The 

ܽଵሬሬሬሬԦ and  ܽଶሬሬሬሬԦ are the lattice vectors and n and m are integers. A schematic representation of 

the chiral vector is shown in Figure 2-2. 
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Figure 2-2: Schematic chiral vector schematically imposed on a graphene sheet. This 

vector determines the conformation of the tube [5]. 

 

The combination of the n and m indices describe the conformation of CNTs [6]. In the (n,0) 

form, a CNT is described by a zigzag structure. In contrast, when n=m, the structure is 

described as armchair. The third and final chiral structure is described by the (n,m) indice 

not meeting the specifications of the previously described zigzag and armchair structures. 

A schematic of these structures is presented in Figure 2-3. 

 

Figure 2-3 : Schematic representation of the Armchair, zigzag, and chiral CNT 

conformations [6]. 
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2.2 Carbon Nanotube Synthesis 

The synthesis of carbon nanotubes can be carried out through different processes such as: 

arc discharge technology, laser vaporization, chemical vapor deposition (CVD), and 

plasma enhanced chemical vapor deposition (PECVD) [2,7–9]. The research on these 

technologies has concentrated on studying the effect of the growth mechanisms of CNTs 

[7,8]. 

2.2.1 Arc Discharge Synthesis 

In the arc discharge synthesis of CNTs, two electrodes are suspended in a sealed 

chamber [2]. One electrode is a graphite rod while the other is a carbon rod with iron held 

at the tip. The chamber is flushed with argon and a carbon source gas (methane was the 

first carbon source used by Iijima) [2]. Subsequently, a direct current (D.C.) is passed 

between the electrodes, causing the iron to vaporize and act as a catalyst for the CNT 

growth (Figure 2-4).  

 

Figure 2-4: Schematic of arc discharge process showing the electrodes, gas flow inlet 

and outlet, and the deposition area of the CNTs [10]. 

 

CNT 
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With the discovery of CNTs in the soot of the arc discharge of graphite, research 

began to delve into the analysis of the synthesis process and products formed [2,11,12]. 

Though single wall carbon nanotubes were not observed in the first discovery of CNTs by 

Iijima in 1991, they were eventually observed via transmission electron microscopy (TEM) 

in the arc discharge soot [2]. The first micrographs taken of SWCNTs by Iijima are 

presented in Figure 2-5.  

 

Figure 2-5: TEM micrographs of single wall carbon nanotubes (SWCNTs) 

entangled with iron nanoparticle catalysts (a), and isolated SWCNTs (b) [2]. 

Further research performed by Ando and Iijima addressed the effects of growth 

parameters on the CNTs produced [11]. It was shown that running the arc discharge 
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experiment under argon lowered the amount of fullerenes (polyhedral graphite particles) 

produced, but did not affect the amount of CNTs produced. It was also reported that the 

use of methane resulted in a soot primarily consisting of CNTs with little fullerene content. 

Finally, it was shown that the introduction of additional hydrogen gas resulted in a cleaner 

product [12]. This was because the presence of additional hydrogen reduced the amount of 

carbon smoke in the chamber. This carbon smoke was shown to inhibit the production of 

CNTs since it deposits onto the electrodes and blocks the growth surface.  

2.2.2  Laser Vaporization Synthesis 

      To study how CNTs grow, laser vaporization growth methods have also been studied 

[7]. This method allows for better control of the experimental variables than the d.c. arc-

discharge technique. In the laser vaporization process, a graphite target is positioned in a 

tube, placed under vacuum, raised to an elevated temperature, and flushed with argon to 

remove air. A 532 nm laser is then focused on the target to vaporize the carbon.  This vapor 

is carried by the argon and condensed on a cooled copper rod, forming CNT soot. Samples 

produced through different operating conditions under the laser vaporization process have 

been studied using transmission electron microscope (TEM) [7]. 

      One of the first variables studied in the synthesis process of CNTs was the synthesis 

temperature in the range of 200 ˚C to 1200 ˚C. As the operating temperature decreased, it 

was shown that the amount of defects in the CNTs increased. No tubes were produced once 

reaching 200 ˚C. Samples studied in this range, contained no SWCNTs, but rather small 

spherical carbonaceous structures. This lack of single wall tubes is explained by the fact 

that once the tube growth is initiated, the single walled tubes anneal almost immediately 

and close up. This suggests that the multiple walls in a MWCNT must keep the tube end 
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open during the growth. This has been explained to be due to possible bridges forming 

between the multiple layers [7]. These bridges would stabilize the open end, which would 

allow for growth before closing. This mechanism allowed the Smalley research team at 

Rice University to propose potential reaction pathways for the creation of fullerenes. A 

schematic figure of the proposed mechanism is shown in Figure 2-6. 

 

Figure 2-6: Possible CNT growth in laser vaporization, including the immediate 

closing of the fullerene to form a spherical particle, the production of SWCNTs, and 

the growth of MWCNTs stabilized by bridges formed between layers [7]. 

 

      Due to the lack of stability of growing SWCNTs, researchers have investigated the 

addition of catalysts that could, like the carbon bridges in MWCNTs, support the walls 

during their growth [13]. Instead of using a pure graphite target, metal-graphite targets have 

been considered. To create the metal-graphite target, various metals were mixed with 
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graphite powder, placed into a mold, baked, and then cured. Instead of obtaining MWCNT 

and spherical single wall particles, the growth of only SWCNTs was observed [13]. Most 

of the observed SWCNTs showed an alignment feature of bundles held together by Van 

der Waals forces, with samples containing little amorphous carbon contamination. Results 

from the growth mechanism study suggested that the metal particle dictates the diameter 

of the tube. The metal particle also acts as a stabilizer for the growth of SWCNT by keeping 

the tube end open while allowing carbon vapor to diffuse through and propagate growth.  

2.2.3 Chemical Vapor Deposition (CVD) 

      Although laser vaporization yields a high degree of pure SWCNTs, this technique has 

limited use for scaling up to large quantities of production. Thus, an alternative synthesis 

known as chemical vapor deposition (CVD) has been widely studied [8,14–16]. The first 

step of the CVD process is the preparation of mixture of catalyst and support [15,16]. 

Supports are typically silica or alumina in either powder or plate form. The support/catalyst 

sample is loaded into a tube furnace, flushed by an inert gas and brought to elevated 

reaction temperature.  Once the heating area reaches the reaction temperature, a carbon 

source gas is allowed to flow through the reactor for a predetermined amount of time. This 

carbon source gas is pyrolyzed in the reaction zone, producing carbon gas [14]. This carbon 

gas then results in the carbon nanotube growth upon the support/catalyst sample. Finally, 

inert gas is used to slowly cool the tube down to room temperature. 

      Studies based on the amount catalyst used during the CVD process has shown that by 

increasing the catalyst, the average diameter of tubes increases [8].  These results suggest 

that the size of the CNT diameter is related to the size of catalyst particles used in the 

process.  Thus, a very small catalyst particle will allow the growth of SWCNTs, while 



 

32 
 

increasing the particle size eventually results in MWCNTs [8]. These observations were 

backed up by reactive empirical bond-order potential calculations. TEM images of CNTs 

produced from a Fe:C catalyst have shown that catalyst particles are contained within the 

tip. These results also suggest that CNT growth follows a similar model as that of carbon 

filaments grown from the metal catalyst (immobilized in the support) [17]. The root and 

tip growth CNT models are visually represented below in Figure 2-7. 

 

Figure 2-7: Schematic CNT growth model mechanisms: (A) Base growth, where the 

catalyst is immobilized on the support and the CNT emerges from the top of the 

catalyst;  (B) Tip growth, where the catalyst has little interaction with the support 

surface and is instead pushed up off of  the support surface as the CNT is deposited 

below [8]. 

Another study on the growth mechanisms of CNTs carried out by Brukh and Mitra 

[14], helped to uncover the role of carbon source flow rate, growth time, and catalyst in the 

CVD process. Tests were carried out at 700 °C while varying the growth times and flow 

rates. The tests showed that high flow rates, long gas residence times, and long run times 

A 

B 
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resulted in thicker amorphous carbon layers than those observed by using opposite 

conditions. These results suggested that CNT growth is limited by the amount of catalyst 

particle free surface. Without free catalyst, carbon deposits as an amorphous layer, because 

it is not being consumed by the CNT growth [14].  This data supports the growth model of 

CNTs shown in Figure 2-7, where carbon gas diffuses into the catalyst until saturation is 

reached and is then the carbon is deposited on the outer surface of the particle. This carbon 

deposit limits the carbon source from reaching the metal particle and thus limiting its 

growth. Complimentary kinetic studies have helped to support these growth conclusions 

[14].  

      Additional research has shown that the catalyst and the support play a significant role 

in the synthesis of CNTs.  It has been demonstrated that a support/catalyst mixture with a 

more porous structure results in purer CNT production [15]. The fact that carbon source 

gas can more easily be present at metal catalyst sites in an open structure was thought to 

be an important variable. It was also shown that specific catalysts paired with different 

supports promote different CNT growth arrangements [15,16]. For example, iron catalyst 

with alumina support produced unbundled SWCNTs while iron on silica produced 

entangled SWCNTs.   

     Further work has investigated the direction and orientation of the CNT growth. As 

mentioned earlier, once amorphous carbon begins to deposit, the growth of CNTs 

terminates and only amorphous carbon continues to grow. Thus, a method employing the 

addition of water was investigated and developed [18]. Ethylene was used as the carbon 

source, and very small amounts of water were added to the inlet flow. The synthesis 

resulted in very tall forests of vertically aligned SWCNTs due to the constant removal of 
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amorphous carbon by the water. A 2.5 mm thick CNT growth layer produced from this 

process is shown in Figure 2-8. This growth used a water concentration of 175 ppm.   

 

 

Figure 2-8: Optical  and electron microscopy of CNTs: A) Low optical magnification 

image of SWCNT forest next to a match head as a size reference. B) and C) SEM 

images confirming vertical alignment. D) and E) TEM images confirming single wall 

nature [18]. 

Similar studies have led to CVD conditions that produced vertically aligned 

SWCNT “forests” without the use of an etchant, such as water [19]. For instance, Kong et 

al. [16]  used an iron/alumina layer as catalyst/support, with acetylene as the carbon source. 

With precise tuning of the acetylene flow ratios to hydrogen, only enough carbon was 

present to propagate the CNT growth (without the production of amorphous carbon). 

Modification of the acetylene/hydrogen flow ratio also resulted in changing the type of 

1 μm 

100 nm 

5 nm 
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CNT produced (SWCNT or MWCNT) with higher ratios of acetylene contributing to the 

growth of MWCNTs. 

     Taking a step even further, CVD methods are capable of creating arrays of vertically 

aligned CNTs. For instance, being able to grow in prescribed formats allows for the 

creation of electronic devices without the need for special processing of CNT bundles 

[18,20]. Two methods of patterning have been successful in creating CNT arrays. These 

methods are lithography and iron evaporation utilizing a masking procedure [18,20]. SEM 

images of these arrays are shown in Figure 2-9. 

 

Figure 2-9: SEM pictures of different CNT arrays. Left: CNT forest arrays from 

lithography patterns: (A-B) cylindrical pillars, (C) sheets of CNT forests in a row, 

(D) offset sheets, (E) singular collapsed sheet, and (F) verifications of CNT 

alignment [18]. Right: CNT arrays from evaporation mask technique: (A) Array 

from 250 μm by 250 μm catalyst pattern, (B) Array from 38 μm by 38 μm catalyst 

pattern (C-E) different views of the columns shown in (B) [20]. 
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      Patterning of catalysts has also led to the production of electrodes that contain only a 

few, to potentially only one SWCNT strand [21].  This was accomplished using electron 

beam lithography to pattern islands of catalyst on silicon. The thickness of the deposited 

islands helps to prohibit vertical growth. Thus, growth of CNTs is only from the sides of 

the catalyst. In this kind of growth, the SWCNTs create bridges between the islands, a 

feature that can be seen in Figure 2-10.  

 

Figure 2-10: Catalyst islands with connecting SWCNTs viewed by tapping mode 

AFM. Tubes growth is constrained to only the side of the islands [21]. 

 

Due to the connection of catalyst islands with CNTs, this research realized the possibility 

of as grown CNT circuits. One critique of this technique is that Kong et al. did not mention 

the number of islands that have connecting CNTs [21].  As it is evident in Figure 2-10, the 

process makes sure that CNT growth is in the direction of other islands, but anchoring 

between islands could still be present, a large drawback if the number of connected islands 

is low. 

SWCNT 

Iron (III) Nitrate 
Catalyst Islands 

2 μm 
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2.2.4  Plasma Enhanced Chemical Vapor Deposition (PECVD) 

      Another CNT production method is the enhancement of CVD through the introduction 

of plasma [9]. In PECVD, a support with catalyst is loaded into a chamber. The chamber 

is then placed in a vacuum, and a mixture of nitrogen and hydrogen is allowed to flow into 

the chamber. The chamber temperature is then raised to 750 °C and the sample is allowed 

to rest at that temperature for a specified time.  Once annealing is complete, ammonia gas, 

or other etchant, is injected into the chamber. Next, the plasma is started via DC discharge 

between two electrodes and the carbon source gas is introduced. Finally, when the growth 

time has been reached, the plasma is turned off and the chamber is allowed to cool to room 

temperature [9]. 

     Many of the results from PECVD are similar to that of CVD. An overly thick catalyst 

layer results in no growth unless a significantly longer etchant time is used. Growth from 

these thick layers of catalyst only grow at the edges. Also, the catalyst particle size dictates 

the diameter of the CNT, and the growth mechanism follows one of the two aforementioned 

models (base and tip growth-see Figure 2-7). Unlike CVD where vertical alignment is 

closely related to the support material and flow rates used, in PECVD, alignment is 

imposed by the electrical field generated by the plasma.  

      The CNTs grown through PECVD have been shown to produce multiple walled tubes 

in nature [9]. This is because growth is not carried out above 900 ˚C. At 900 ˚C, the tubes 

produced are shown to be increasing in disorder and lacking in alignment. Chhowalla et al. 

[9] conjecture that this is due to high levels of ionization caused by the plasma. Here, high 

amounts of ion damage may result in the destruction of the aligned motif. Based on this 

suggestion, it will be difficult to use this technique to produce aligned SWCNT “forests.” 
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In fact, the “forests” produced were not as dense as those produced by CVD. The PECVD 

alignment is shown in Figure 2-11, where there is a noticeable space between CNTs as 

compared to the CNT layers grown via CVD (see Figure 2-9). This may be highly 

unfavorable in certain applications where a denser CNT forest is desirable.  

 

 

Figure 2-11: CNT forests grown from varying Nickel catalyst layer thicknesses in a 

PECVD process at -600 V for 15 minutes. Thicker catalyst layers produce thicker 

columns with less alignment [9]. 

2.3 Functionalization 

  Functionalization of carbon nanotubes is described as a modification of a carbon 

nanotube either chemically or physically [22]. The five types of carbon nanotube 

functionalization are: 1) defect-group, 2) covalent sidewall, 3) noncovalent exohedral with 
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surfactants, 4) noncovalent exohedral with polymers, and 5) endohedral. Visualizations of 

each functionalization type are presented in Figure 2-12. 

 

Figure 2-12: Schematic representation of different types of carbon nanotube 

functionalization: A) defect-group, B) covalent sidewall, C) noncovalent exohedral 

with surfactants, D) noncovalent exohedral with polymers and E) endohedral [22]. 

 

2.3.1  Defect-Group 

There are many types of defects that can occur in a carbon nanotube during the 

purification process [23]. It has been shown that exposure to acids and some organic 

solvents can cause vacancies and surface topology irregularities [24,25]. For example, 

nanotube purification using a nitric acid/sulfuric acid mix can create significant openings 
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in the nanotube walls [24]. High resolution transmission electron microscopy evidence of 

these openings are presented in Figure 2-13. 

 

Figure 2-13: High resolution transmission electron microscope image of carbon 

nanotube wall defects (shown by the arrows) after acid treatment [25]. 

Similar defects have also been formed by exposure of carbon nanotubes to 

dimethylformamide (DMF) [25]. Indeed, the presence of these defects will affect the 

electronic nature of carbon nanotubes. To counteract the presence of defects on CNTs, 

some recovery and closing of the vacancies can be induced by the addition of an annealing 

step after purification. Also, the use of a more dilute acid treatment minimizes defect 

formations. 

 Another effect of the purification process via acid treatment is the formation of 

carboxyl groups as physical defects [22,26–28]. This can occur at two different locations. 

One location is at the edge of the nanotube walls [26]. At these edges, the acid mixture 

opens the tube wall. The carbon is oxidized and forms carboxyl groups attached to the 

defect edge. The other location where carboxyl groups can form is at the tube ends [28]. In 

the same manner as the formation of holes on the tube surface, the acid mixture opens up 
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the ends of the tubes where oxidation occurs [29]. The mechanism of oxidation is presented 

in Figure 2-14. 

 

Figure 2-14: Oxidation mechanism of carbon nanotubes through the attack of the 

double bonds present on the CNT surface to create hydroxyl groups [29]. 

 

As shown in Figure 2-14, the electrophile (commonly a nitronium ion) attacks the double 

bond and breaks it. Next, water reacts with the intermediate to form a hydroxyl group. This 

hydroxyl is further oxidized to a carboxyl functional group. The first step of this oxidation 

is the dehydration of the alcohol and formation of an alkene. Next the alkene forms a ketone 

in which the hydrogen atom is replaced with a hydroxyl group. 

2.3.2 Covalent Functionalization 

Formation of carboxyl groups on the tubes opens up many different routes for 

covalent functionalization. One route of functionalization is the reaction of the carboxyl 

groups on the CNT surface with amine functional groups. This has been demonstrated by 

the attachment of hemoglobin to carboxylated CNTs via 1-Ethyl-3-(3-

dimethylaminopropyl)carbodiimide (EDC) [30]. Tracking the hemoglobin by UV-vis and 

TEM, it was shown that although hemoglobin passively binds to CNTs, the addition of 
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EDC significantly increases the binding. The difference between the passive and covalent 

binding of the hemoglobin to the CNTs is exhibited in Figure 2-15. 

 

Figure 2-15: Schematic diagram  and TEM images of hemoglobin attached  onto 

CNTS with (A) and without  (B) the assistance of 1-Ethyl-3-(3-

dimethylaminopropyl) carbodiimide (EDC) [30]. 

 

As seen in Figure 2-15, the use of EDC causes the hemoglobin to bind in a much higher 

ratio and in a more ordered fashion than binding without EDC. This is due to the carboxyl 

groups exhibited on the surface of the oxidized CNTs reacting with the N-terminus valine 

residue of the hemoglobin. This reaction occurs via the mechanism presented in Figure 

2-16. 

 

 

A 

B 



 

43 
 

 

Figure 2-16: Binding mechanism between carboxyl and amine groups by employing 

EDC [31]. Here, the EDC initially binds to the carboxylic acid forming an active 

ester. This complex reacts with a primary amine giving up an isourea by-product. 

 

 As seen in Figure 2-16, a direct link is formed between the carboxyl and amine groups 

with EDC as the intermediate reactant. An interesting property exhibited by the 

hemoglobin functionalized CNTs was that they could electronically sense peroxide [30]. 

Thus, covalent functionalization of CNTs could have viable applications in the sensor field.  

 Another option for the functionalization of carbon nanotubes includes fluorination 

[32–35]. To produce a fluorine sidewall functionalization group, the procedure used is 

similar to that first discovered as the method to fluorinate graphite [36]. In this procedure, 

carbon nanotubes are treated with a fluorine/helium mixture at elevated temperatures. This 

process was found to be reversible by treatment with hydrazine.  Further studies on the 

fluorine functionalized CNTs has resulted in the inclusion of hydrofluoric acid as a catalyst 

which yields stronger carbon-fluorine bonds and the ability to functionalize at lower 

temperatures [34]. The ability to add fluorine groups to CNTs has resulted in many 

different subsequent subreactions to create new types of functionalized CNTs.  
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 The reaction of fluorinated SWCNTs with terminal alkylidene diamines and a 

pyradine catalyst have also been shown to create amino functionalized CNTs [33]. This 

type of functionalization allows the SWCNTs to crosslink between tubes making them 

soluble in water and dilute acids. The fluorine groups also allow the reaction of CNTs with 

nucleophiles [37,38]. It has been reported that a pretreatment of fluorinated SWCNTs with 

alkyl magnesium bromide, followed by a reaction with Grignard reagents also produced 

alkane functionalized SWCNTs [37]. Similarly, the addition of alkanes was achieved by 

sonicating fluorinated SWCNTs in hexyllithium. This granted the property of solubility in 

organic solvents. Another research group has sonicated fluorinated SWCNTs in the 

presence of sodium methoxide [38]. This approach created SWCNTs with side-wall 

methoxy groups. A schematic diagram showing the different functional groups formed by 

sub-reaction with fluorine functionalized SWCNTs is presented in Figure 2-17.  

 

Figure 2-17: Schematic diagram of the formation of possible sidewall 

functionalization groups by reaction with fluorinated SWCNTs [27]. 
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In addition to oxidation and fluorination, many other routes for functionalization 

have also been identified [32,39–43]. A general schematic representation of different 

functionalization pathways is offered in Figure 2-18. 

 

Figure 2-18: Schematic illustration of the different possible covalent sidewall 

functionalization paths on CNTs [27]. 

 

These types of direct modification on the SWCNT surface may prove to be advantageous 

over other functionalization routes. The attachment of a functional group by reaction of a 

carboxyl group with an amino group or other direct surface modification routes create a 

stable and strong bond [27]. Direct functionalization of the SWCNT surface also has a 

large effect on their electrical properties. The sites of the SWCNT that receive the direct 

functionalization usually have higher tube curvature, and are therefore more chemically 

reactive. [32]. 



 

46 
 

2.3.3  Noncovalent 

Carbon nanotube functionalization can also be achieved through noncovalent 

process. The two types of noncovalent functionalization include exohedral and endohedral 

[22]. Exohedral functionalization is the wrapping of SWCNTs with a polymer or a 

noncovalent aggregation of a constituent on the exterior surface. Conversely, endohedral 

functionalization is when molecules of a functional component are contained within the 

inner cavity of the tube. Exohedral functionalization takes advantage of the propensity of  

SWNTs to interact with molecules by means of π-π stacking interactions [44–50]. 

Noncovalent functionalization by π-π interaction has been shown to occur between 

SWCNTs and aromatic structures [44–46]. Chen et al. [44] showed that succinimidyl esters 

noncovalently attached to the surface of a SWCNT will react with the amine groups present 

on proteins, such as ferritin and streptavidin, by nucleophilic substitution. Indeed, due to 

the π-π interaction, the electronic properties of the SWCNT are significantly altered [45] 

An example of a polymer that can be used to wrap CNTs is poly(ethylene glycol) 

(PEG) [47]. Normally a protein called streptavidin will nonspecifically bind to SWCNTs. 

It was shown that by wrapping SWCNTs in PEG, streptavidin was blocked from binding 

to the SWCNTs. TEM images showing the differences between the interaction of 

streptavidin and SWCNTs with and without PEG are shown in Figure 2-19. 

 

 

 

 

 



 

47 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 2-19: AFM pictures of a) As grown SWCNTs with adsorbed streptavidin, 

and b) PEG wrapped SWCNTs. The picture shows a resistance to streptavidin 

adsorption due to the blocking provided by the wrapping PEG [47]. 

As shown in Figure 2-19, polymer wrapping of SWCNTs can be used as a barrier to 

specific types of molecules. Conversely, Shim et al. [47] showed that polymer wrapping 

can also be used to impart selective binding capabilities. 

 An additional function of noncovalent polymer wrapping is to preserve the 

mechanical and electronics characteristics of SWCNTs while still allowing their 

functionalization [48]. As previously shown, many different covalent binding schemes use 

oxidative procedures to create vacancies and open segments in the SWCNT surface. This 

will change the structural and electrical properties of the tubes. Carrillo et al. [48] have 

shown that hydrolyzed-poly(styrene-alt-maleic anhydride) (h-PSMA) can be used to wrap 

100 nm 

100 nm 
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SWCNTs. An interesting property of h-PSMA is that it contains free carboxyl groups. 

Thus, by wrapping SWCNTs with h-PSMA, free carboxyl groups can be incorporated 

noncovalently without introducing defects on the tubes. As described before, this allows 

for subsequent functionalization with other molecules. 

 Additional work has also been carried out investigating the many endohedral 

reactions and functionalization of SWCNTs [51–58]. Han et al. [51] showed that gallium 

nitride nanorods can be produced inside the MWCNTs. Other nanowires such as gold, 

silver, platinum, palladium, nickel, and nickel oxide have been discovered within the 

interior of carbon nanotubes after different chemical vapor deposition processes [53,54]. 

A TEM micrograph of nickel nanowires and other nickel morphologies within CNTs is 

shown in Figure 2-20.  

 

Figure 2-20: TEM micrograph of Nickel nanowires a) and b) and plates c) contained 

within carbon nanotubes [54]. 
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 Carbon fullerenes have also been discovered in carbon nanotube cavities [55,57,58]. The 

fullerenes are formed after treating the CNTs with acid followed by an annealing process. 

Also, it has been discovered that salts can form inside tubes when immersed in a molten 

salt bath [56].  

2.3.4 Biological 

With the discovery of the presence of surface carboxyl groups on acid treated carbon 

nanotubes, functionalization with biological agents has been extensively investigated 

[30,59–63]. One of the most common methods of biological functionalization uses 

carbodiimide chemistry [59–61]. The carbodiimide approach to biological 

functionalization of CNTs is either carried out in a one or two-step process [59]. In a one-

step process, carboxylated carbon nanotubes are reacted with either N-ethyl-N’-(3-

dimethylaminopropyl) carbodiimide hydrochloride (EDAC) or 1-ethyl-3-(3-

dimethylaminopropyl) carbodiimide (EDC) and a biological agent such as a protein or 

peptide in solution. The carbodiimide reacts with the carboxyl groups located on the CNT 

and forms an unstable intermediate. Next, the intermediate reacts with the amine groups 

found on the protein or peptide to form an amide linkage. This process is shown in Figure 

2-21. 
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Figure 2-21: Protein functionalization of carboxylated carbon nanotubes through a 

one and two-step process using EDC [59]. 

One important aspect to note about the one step process is that the intermediate is very 

unstable. Because of this, it is common for hydrolysis to occur and reform the carboxyl 

group. This means that the amount of protein coupled to the CNT is typically low. To 

combat this issue, a two-step functionalization process has developed [60]. One way to 

reduce the effect of this instability could be the incorporation of an excess of available 

amine groups. This would allow the linking reaction to proceed before the O-acylisourea 

intermediate regenerates the carboxyl functional group.  

The two-step process begins identically to the one-step process where the 

carbodiimide reacts with the carboxyl group and forms the unstable intermediate as shown 

in Figure 2-21. In lieu of allowing the O-acylisourea intermediate to directly react with the 

amine groups present on the protein, the two-step process utilizes either NHS 

(Nhydroxysuccinimide) or Sulfo-(NHS) to form an amine-reactive NHS ester [60]. This 

NHS ester is much more stable than the O-acylisourea alternative, since it does not easily 
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hydrolyze. Consequently, the level of protein attachment is significantly increased. Due to 

the strong amide bond that carodiimide chemistry induces with carboxyl groups, this 

process has been instituted with many different biological agents. Jiang et al. [60] 

functionalized MWCNTs with Ferritin and bovine serum albumin (BSA) proteins aided by 

NHS. The TEM micrograph is presented in Figure 2-22 

 

Figure 2-22: TEM image of ferritin functionalized MWCNTs via carbodiimide 

chemistry. The ferritin protein is the dot like structures covering the surface of the 

CNT[60]. 

 

As shown in Figure 2-22, the use of NHS results in highly efficient binding. In a similar 

manner, avidin [61] and hemoglobin [30] have also been shown to be attached to CNTs via 

carbodiimide chemistry. Further studies on hemoglobin functionalized CNTs indicated that 

they have the ability to detect hydrogen peroxide. These detection capabilities demonstrate 

that potential biosensor applications exist on functionalized CNTs through the 

carbodiimide chemistry. 

 Besides proteins, it has been shown that DNA [62] and antibodies [64] can be 

coupled to CNTs assisted by EDC. In fact, DNA has been coupled to CNTs by first using 
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carbodiimide to attach peptide nucleic acid (PNA) to the tubes via the N-terminus amine 

group. Then, DNA with a sequence complimentary to that of the PNA has been discovered 

to bind to the PNA functionalized tubes. This has resulted in the ability to tailor DNA 

functionalized tubes for medical targeting and sensing applications [63].   

 In addition to biological covalent functionalization, it is also possible to non-

covalently attach biological species to CNTs [49,59,65–71]. The first noncovalent 

immobilization of proteins was carried out by Davis et al. in 1998 [66,67]. They showed 

that the proteins ܼ݊ଶ݀ܥହ-metallothionein, cytochrome C, and β-lactamase readily 

adsorbed in the cavity and on the outer surface of nitric acid purified carbon nanotubes. 

Studies on non-covalent adsorption on CNTs have shown that some proteins attach in a 

helical manner [65,67,68]. A schematic representation and electron micrograph of 

noncovalent attachment are presented in Figure 2-23. 

 

Figure 2-23: Non-covalent attachment of proteins on CNTs. A) Visualization of the 

helical arrangement of Amyloglucosidase on CNTs [65]; B) SEM image of 

Streptavidin absorbing in a helical manner onto a CNT (50 nm scale bar) [68]. 

A B 
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An additional study on the adsorption of ferritin on CNTs, revealed that non-covalently 

attached proteins are strongly adhered to the tubes, and that CNTs generally have a strong 

affinity to protein adsorption [69,70]. Studies on hemoglobin attached to nitrogen doped 

CNTs, discovered that proteins adsorbed on the doped CNT surface express more 

bioactivity than those adsorbed onto an undoped CNT [71]. However, most studies have 

shown that one of the disadvantages of noncovalent immobilization is the bioactivity is 

significantly reduced after the adsorption [66].  

2.4 Electrical Properties 

SWCNTs have been shown to exhibit attractive electrical properties [72–75] . For 

instance, the n and m indices previously described in section 2.1.1  have been shown to 

determine whether a SWCNT is metallic or semiconducting [72,73,76,77]. In the zigzag 

structure, the tube will electronically act as a metal when n/3 is an integer. If n/3 is a non-

integer, the tube will act as a semiconductor. Likewise, chiral tubes electronically act as a 

metal when (2n+m)/3 is an integer or act as a semiconductor otherwise. Conversely, 

armchair tubes are always metallic.  

The classification of CNTs as either a metal, semiconductor, or insulator, is based 

on their band structure. Band structures are described by a valence band, conduction band, 

band gap, and fermi level [78]. The valence band is comprised of all completely occupied 

states while the conduction band is comprised of all unfilled electronic states. The band 

gap lies between the valence and the conduction bands. In this band gap, no electron states 

can exist, and finally, the fermi level describes the highest occupied state.  A schematic 
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representation of the difference between the band structures of metals, semiconductors, and 

insulators classification is presented in Figure 2-24.     

 

Figure 2-24: Schematic representation of the band gap relation between metals, 

semiconductors, and insulators [79]. 

 

As shown in Figure 2-24, metals contain no band gap which allows for easy transfer of 

electrons to states contained in the conduction band. Semiconductors are described by a 

moderate band gap usually below 3 eV [80]. This small band gap allows for electrons to 

be promoted to the conduction band given sufficient energy. On the other hand, insulators 

have a much larger band gap above 3 eV that inhibit the transfer of electrons to the 

conduction band.  

2.4.1  Field Effect Transistors (FETs) 

A field effect transistor is a device that uses an electric field to control the electrical 

conductivity of a channel [81]. The two different types of FETs are junction field effect 

transistors (JFET) and metal oxide semiconductor field effect transistor (MOSFET). 

SWCNT-FETs act most like MOSFETs; hence, the following section focuses mainly on 
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this type of FET structure. In a basic MOSFET, the majority of charge carriers are injected 

at the source, and exit via the drain. Charge carriers can either be electrons or holes. The 

channel, which is the carbon nanotube, connects the source to the drain. A schematic of a 

typical MOSFET can be seen in Figure 2-25. In the MOSFET, a gate is placed between the 

source and drain in a way that the applied electrical field will be perpendicular to the flow 

in the channel. This electrical field shapes the channel and modulates the amount of 

electrical current that flows through it.  

 

Figure 2-25: Typical MOSFET schematic displaying the orientation of the source, 

drain, gate, and channel [82]. 

As seen in Figure 2-25, a thin oxide layer acts as a capacitor that modulates the charge 

accumulation. One important aspect of MOSFETs is they only require a small amount of 

current to work, allowing the assembly of small scale devices. Also , they typically amplify 

signals, which allows for small outputs in magnitude to be monitored [83].  

2.4.1 P-Type and N-Type SWCNTs 

As described earlier, based on their chirality, SWCNTs can act as semiconductors, 

with profiles as either p-type or n-type [74,75]. In a p-type semiconductor, the primary 

charge carriers are holes due to electron vacancies [84]. In contrast, in an n-type 

semiconductor the main charge carriers are electrons due to an excess of electrons.  
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SWCNTs exposed to ambient conditions and connected between two contacts have been 

shown to exhibit p-type properties [75]. This was realized by the fabrication of a field-

effect transistor (FET) with a platinum source and platinum drain being connected by one 

SWCNT [75]. The current-voltage (IV) profile of a SWCNT FET device is shown in Figure 

2-26. 

 

Figure 2-26: Electrical current versus bias voltage behavior of a SWCNT FET as a 

function of different gate voltages. Inset: Conductance of the device versus gate 

voltage [75]. 

 

Figure 2-26 illustrates the current versus bias voltage characteristics of the device at 

different gate voltages. Also, the p-type characteristic of the SWCNT is confirmed by the 
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conductance decreasing as the gate voltage is increased (inset of the figure). This is due to 

extra electrons being added and depleting the excess of holes in the system. 

 Further study into the use of SWCNTs as semiconductors revealed that although 

they exhibit p-type characteristics under ambient air  conditions, SWCNTs are inherently 

n-type [74,85]. This was shown by fabricating a FET with a SWCNT that was annealed 

and kept away from the presence of oxygen. The switching of semiconductor type is shown 

in Figure 2-27. 

 

Figure 2-27:   Semiconducting profile of CNTs. A) Annealed unprotected SWCNT 

showing an n-type characteristic. B) CNTs exposed to oxygen showing the change to 

p-type  [85]. 

 

In Figure 2-27, two SWCNT FETs were first annealed and shown to possess n-type 

characteristics [85]. A subsequent coating on one of the CNTs with Poly(methyl 

methacrylate) (PMMA) showed that the tube retained the n-type profile following oxygen 

exposures. In contrast, the uncoated tube showed a change to a p-type semiconducting 

profile after the exposure of oxygen. To understand how the oxygen interacts with the 



 

58 
 

SWCNT, doping trials were carried out by Deryck et al. [74], and showed that that the 

oxygen does not actually act as a dopant across the whole tube, but rather affects the band 

structure at the junction between the metal contacts and the semiconducting SWCNT. 

Using a Density Functional Theory (DFT) model, it was also suggested that the physical 

adsorption of oxygen to the SWCNT surface is fairly weak and would result in only a small 

charge transfer [86]. This implies that physisorption of oxygen onto the tube walls has little 

impact on the electrical nature of the SWCNT. 

 In addition to expressing purely p-type or n-type characteristics, it has also been 

shown that SWCNTs can express ambipolar properties [87,88]. An ambipolar device 

exhibits both n-type and p-type characteristics under different conditions [89]. This 

ambipolar effect was first realized after the fabrication of a device with titanium carbide 

contacts [87]. Here, the titanium contacts were created via optical lithography followed by 

a heat treatment to form titanium carbide. The ambipolarity of the SWCNT device is 

presented in Figure 2-28.  

 

Figure 2-28:   SWCNT device operation showing the conversion of the device from a 

purely p-type profile to a device expressing ambipolar characteristics induced by 

annealing at different temperatures [87]. 
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From Figure 2-28, it can be seen that the final device indicated by the solid black line 

presents three clear regimes which include the p-type (hole accumulation), depletion, and 

n-type regions (electron accumulation). Testing the device using titanium contacts (dashed 

line), the device expressed a purely p-type operation. Introduction of annealing at 700 °C 

converted the titanium contacts to titanium carbide [87]. The formation of the titanium 

carbide contacts resulted in the onset of ambipolar operation (dotted line). The ambipolarity 

characteristic of the device was elevated further by an annealing procedure carried out at 

800 °C (solid line). 

2.4.2  SWCNT Field Effect Transistors (FETs) 

The first manufactured SWCNT-FETs were assembled based on a silicon back gate 

setup (see Figure 2-29), where the SWCNT connecting channel is shielded from the back 

gate by a silica oxide layer [90]. 

 

Figure 2-29: Schematic of a back gated Single Wall Carbon Nanotube Field Effect 

Transistor (SWCNT-FET) Schematic [90]. 

To fabricate this device, gold electrodes were predefined on the silica layer using electron 

beam lithography. Then purified SWCNTs were dispersed in solution and dropped over 
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the electrode area. This dispersion increased the probability of a single isolated SWCNT 

to bridge the source-drain electrodes in order to act as a channel between the gold contacts 

instead of a bundle of SWCNTs. This FET geometry is best suited for sensor applications 

because it exposes the SWCNT to ambient conditions. 

 To increase the effectiveness of the back gated design, work has been carried out 

to modify the contacts of the device. It has been shown that the Schottky barrier at the 

contact/SWCNT interface limits the conductance of the device [91–93]. Hence,  palladium 

has been investigated as a replacement for gold [94]. It has been shown that using palladium 

contacts, the p-type conductance of the device was greatly increased. Further investigation 

on the palladium contacts were performed using hydrogen to lower their work function. It 

was discovered that with this decrease in work function, the hole transport decreased. This 

meant that the Schottky barrier for hole transport was increased by lowering the contact 

work function. The use of higher work function metals makes better contacts in SWCNT-

FETs. 

 Additional work has also been performed on the modification of the conducting 

channel of the SWCNT-FET [95,96]. Snow et al. [95] tested the viability of using random 

CNT networks as the conducting channel in a SWCNT-FET. To form the networks, the 

growth of SWCNTs was carried out directly on the silica layer and then optical lithography 

was used to create the titanium contacts. It was shown that using a low enough network 

density, the device can perform with a decent “ON” state mobility, and with a sufficiently 

low “OFF” state current. Similar results were found for aligned networks of SWCNTs [96]. 

Using a Y-cut silica wafer, aligned SWCNTs were able to be obtained via chemical vapor 

deposition (CVD). Then titanium/gold contacts were fabricated using photolithography 
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procedures in a way that the orientation of the SWCNTs in the conducting channel was 

explored. It was found that SWCNTs aligned parallel to the electrical transport acted as a 

p-type thin film with good hole conduction. Conversely, SWCNTs aligned perpendicular 

to the conduction pathway provided poor electrical conduction. Thus, orientation of the 

array seems to be  paramount in device configuration. SEM micrographs of the FET device 

based on CNT networks is shown in Figure 2-30. 

 

Figure 2-30: SEM micrograph of an aligned SWCNT-FET device based on arrays 

A) parallel and B) perpendicular to the conduction path [96]. 

 

 Further developments on SWCNT-FETs has resulted in the gate being oriented on 

the top of the CNT [97]. A schematic design of this arrangement is shown in Figure 2-31. 
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Figure 2-31: Schematic representation of  a top gated Single Wall Carbon Nanotube 

Field Effect Transistor (SWCNT-FET) [98]. 

 

The top gated FETs are commonly fabricated by locating a SWCNT on the surface of a 

ceramic substrate and then depositing metal contacts on both ends of the tube [98]. Then, 

the device is annealed to reduce resistance at the contacts. Subsequently, a thin dielectric 

layer is deposited over the whole device after which a metal gate is placed upon the 

conduction pathway. Due to this fabrication methodology, top gated SWCNT-FETs are 

much more easily constructed because they do not rely on the randomness of SWCNTs 

bridging contacts as in the back gated fabrication. Also, top gated SWCNT-FETs have been 

shown to have more advantages over back gated SWCNT-FETs when applied to ON/OFF  

applications [98,99]. For instance, since the SWCNT is always exposed to air in the back 

gated setup, the device can only perform as a p-type FET [98]. In contrast, the top gated 

FET allows for operations as an n-type FET if the device is annealed before the silica layer 

is added.  

 It has also been shown that chemical modification of the source and drain contacts 

results in a n-type operation [100]. This has been performed by doping palladium contacts 
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with potassium. Here, the doping reduces the Schottky barrier which allows electrons to 

become the majority charge carrier. This kind of modified FET device operates with a very 

high ON/OFF current ratio and suppresses the ambipolar properties that carbon nanotubes 

can exhibit. 

 An additional generation of SWCNT-FET devices were created by wrapping the 

CNT conducting channel by a dielectric and gate layers enclosure [101]. A schematic of 

this wrap-around gate SWCNT-FET is presented in Figure 2-32. 

 

Figure 2-32: Schematic of the wrap around gate Single Wall Carbon Nanotube Field 

Effect Transistor (SWCNT-FET)  [101]. 

 

These wrap-around FET devices are initially constructed by surface functionalizing 

SWCNTs with ܱܰଶ groups [102]. Subsequently, using an atomic layer deposition process, 

an alumina dielectric layer and tungsten nitride gate layer are consecutively deposited 

around the tube surface. Finally, the covered SWCNTs are dispersed onto a silicon/silica 

substrate, followed by the deposition of the metal connections at the ends of the coated 

CNT [101]. A TEM image of the wrap-around CNT is presented in Figure 2-33. 
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Figure 2-33: TEM image of an alumina ሺܔۯ૛۽૜ሻ and tungsten nitride (WN)  layer 

deposited onto a SWCNT using an atomic layer deposition process [101]. 

 

The wrap around gate SWCNT-FETs operate similarly to top gated SWCNT-FETs, but it 

is believed that higher ON/OFF ratios can be obtained. 

 An additional SWCNT-FET configuration is based on a suspended set up, which 

has a superior electrical performance than  other FET systems [103–107]. Its fabrication 

process began with an electron beam resistant material deposited onto the substrate and 

then an electron beam lithography procedure is followed to pattern the platinum/tungsten 

contacts and the trench [103,104]. Next, etching is used to form the trench and the 

deposition was used to create the contacts. Once the base structure of the device is formed, 

electron beam lithography is again used to pattern the carbon nanotube growth catalyst on 

the surface of the source and drain contact regions. Finally, a chemical vapor deposition is 

used to grow SWCNTs across the trench. A schematic of the device is presented in Figure 

2-34. 
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Figure 2-34: Schematic representation of a suspended SWCNT-FET [103]. 

 

 A study on the interaction between the SWCNT and the oxide gate layer showed 

that noise is significantly decreased when the SWCNT is suspended rather than in full 

contact with the oxide [105]. It has also been shown that this configuration allows for 

ambipolar operation without the need of doping the CNT in a vacuum environment [106]. 

Likewise, little hysteresis has been observed in suspended SWCNT-FETs [103,106]. An 

interesting property of this configuration is that it has been shown to be able to be used in 

detection of gas molecules such as ܱܰଶ [107].  This proves to be a significant advantage 

over a wrap around SWCNT-FET where the tube surface is covered and cannot interact 

with ambient conditions. However , one significant drawback of this design, lies in the fact 

that some gate voltages can cause the SWCNTs to dip into the trench [108]. This can cause 

the device to easily fail. Thus, this configuration does not represent the best candidate for 

commercial use. 
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2.5 Sensors 

2.5.1  Chemical Sensors 

2.5.1.1 Inherent Sensor Capabilities 

In addition to the applications of CNTs into FETs, they have been shown to exhibit 

change in electrical properties when exposed to  ܱଶ, ܰܪଷ and ܱܰଶ  [109–111]. In testing 

the oxygen sensitivity, CNTs were grown by laser ablation and brought to 700 ºC in air to 

remove the amorphous carbon [109]. CNTs were then dispersed in solution and transferred 

to electrodes for measurement. The electrodes were then moved to a vacuum chamber, and 

once in the chamber, the resistance was measured versus time as the chamber was placed 

under vacuum. As the oxygen contained in the SWCNTs was removed by the vacuum, it 

was observed that the electrical conductance decreased. This suggests that exposure to 

oxygen increases the conductance of SWCNTs.   

In similar trials, SWCNT dispersions  and SWCNT thin films were shown to 

experience a conductance change when brought in contact with ܱܰଶ and ܰܪଷ gas [110–

112]. The electrical output of SWCNTs after being exposed to ܱܰଶ and ܰܪଷ is presented 

in Figure 2-35. 
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Figure 2-35:   Conductance profile of a bulk SWCNT system in contact with A) ࡻࡺ૛ 

and B) ࡴࡺ૜[111]. 

 As shown in Figure 2-35, the conductance of the SWCNTs increases when brought 

into contact with ܱܰଶ and decreases when “sensing”ܰܪଷ. It is interesting to note that the 

change in conductance shown in Figure 2-35 is smaller for both cases in comparison to the 

electrical profile outcome of an  individual SWCNT. This is because the entangled 

SWCNTs used by Kong et al. [111] contained both metallic and semiconducting tubes, and 

some tubes are not exposed to ambient conditions due to the bundled nature of the sensor. 

This can cause the signal to be dampened. 

An important note for CNT sensors is that once a sample is exposed to an analyte, 

the sensor must be recovered. This recovery mechanism employs the use of UV light or 

even heating to an elevated temperature while under vacuum [110]. The effect of recovery 

on SWCNTs after exposure to ܱܰଶ can be seen in Figure 2-36. 
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Figure 2-36:   Electrical response of SWCNT sensing at different levels of ࡻࡺ૛ using 

UV recovery between each test [110]. 

 

As seen in Figure 2-36, this recovery step can be performed many times before the 

recovered baseline conductance changes dramatically. This shows that although SWCNT 

sensors can be employed multiple times, there is still a cutoff to the number of times that 

the sensor can be used. 

 The ܱܰଶ and ܰܪଷ detection mechanism of SWCNTs has been addressed as a 

conjunction between modeling and experimental procedures [113–115]. Zhang et al. [113] 

used Poly(methyl methacrylate) (PMMA) to create a barrier between ambient conditions 

and various sections of the device, and it was shown that when the interface between the 

SWCNT and the metal contacts were protected from the ܱܰଶ, there was a slow response. 

Conversely, a considerable change in conductance occurred when ܱܰଶ was allowed to be 

in contact with the whole device. This showed that the interaction between the SWCNT 

and the metal is a major driving force in the detection of ܱܰଶ. Similar work with ܰܪଷ 
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indicated that at room temperature the interaction at the interface is similarly important, 

but at higher temperatures the adsorption of ܰܪଷ, assisted with the presence of oxygen 

seems to be the primary cause of charge transfer in the device [114].  

Theoretical calculations on the interaction between SWCNTs and ܱܰଶ  showed 

that although ܰ ܱଶ does adsorb on the surface of the SWCNT, the charge transfer associated 

with this adsorption does not have a considerable effect on the total charge transfer 

throughout the tube. This result was corroborated by calculations of Robinson et al. [115].  

However, they showed though, that defects created in SWCNTs during the purification 

process increased the sensitivity of the sensor. It was revealed that the defects can act as 

adsorption sites that have a considerable effect on charge transfer. 

2.5.1.2 Covalently Functionalized SWCNT Sensors 

      Since SWCNTs have been shown to have inherent sensing properties, there is 

considerable potential to increase their sensitivity. To address this issue, chemical 

functionalization of CNTs has been explored [116]. In a study carried out by Bekyarova et 

al. [116], poly(m-aminobenzene sulfonic acid) (PABS) was covalently attached to 

SWCNTs, and then incorporated into two electrodes to assemble a sensing device. Without 

functionalization, the percent resistance change after an exposure of 100 ppm of ܰܪଷwas 

between 5 and 10 percent depending on the initial electrode resistance. In contrast, the 

inclusion of the PABS functionalization increased the response to be between 24 and 26 

percent. This was attributed to the fact that the interaction between ܰܪଷ and the PABS 

resulted in less holes for the electrical signal transfer in the tube. 

      Functionalization of CNTs has also highlighted the feature associated to their inherent 

sensing properties. Devices employing purely dispersed SWCNTs will have little 



 

70 
 

selectivity to what is actually being “sensed.” Thus, the consideration of various polymers 

to functionalize SWCNTs has been shown to impart selectivity [117]. Qi et al. [117], used 

catalyst patterning techniques to obtain a CNT electrode which they coated in 

polyethyleneimine (PEI). Here, the PEI increased the sensitivity of the electrode from ppb 

to ppt levels of ܱܰଶ, whereas it limited the detection of ܰܪଷ. It was hypothesized that the 

PEI enriches the SWCNTs with electrons, creating a stronger binding affinity for ܱܰଶ, 

which is electron withdrawing in nature. In contrast, an electron donating molecule, like 

 ,ଷ, is blocked from adsorption. Alternatively, the addition of Nafion, in place of PEIܪܰ

blocks the detection of  ܱܰଶ, while still allowing the detection of  ܰܪଷ.  

Additional work on the sensing properties of CNTs has been carried out based on 

the idea that the sensing property is due to mechanical forces rather than chemical reactions 

[118,119]. Niu et al. [118] covalently attached poly(ethylene glycol) (PEG) to carboxylated 

SWCNTs through a N,N-dicyclohexylcarbodiimide (DCC) mediated reaction. Their work 

showed that the PEG functionalization imparted unique selectivity towards chloroform. 

Similarly, SWCNT/hexafluoroiso-propanol in conjunction with polythiophene (HFIP-PT) 

polymer films were made to selectively target phosphate esters in the detection of chemical 

warfare agents [119]. Both of these functionalizations resulted in a sensing mechanism 

primarily resulting from swelling of the polymer coating. This swelling caused the 

electronic network of CNTs to be disturbed and thus eliciting an electrical response. 

2.5.2 Biosensors 

The detection of biological molecules is an important activity in many different 

sectors, such as healthcare and environmental safety, and therefore the development of 

reliable biosensors is certainly an area of great interest. The implementation of different 
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bio agents onto CNTs can yield biosensors with unique detection capabilities [120–126]. 

Bio-sensing agents, such as enzymes, proteins,  and antibodies, can be immobilized on the 

CNT’s surface while retaining their biological and electrochemical activity [127,128]. 

Since these two properties are retained, the functional surface groups of the bio-agents will 

sensitively react with a target of interest, and will result in a direct electron transfer between 

the enzyme and the CNT [129,130]. This mechanism will allow an electronic measurement 

of the interactions, as well as the transfer of electrons between the targeted analyte, and the 

CNT-biological complex [131]. Mundaca et al. [121] developed a biosensor for the 

detection of andosterone, which is a primary ingredient used in anabolic steroids. They 

performed the testing by attaching the enzyme 3α-hydroxysteroid dehydrogenase (3α-

HSD) to an electrode based on a mixture of MWCNT, n-Octylpyridinium 

hexafluorophosphate(OPPF6), and oxidized nicotinamide adenine dinucleotide (NAD+). 

Here, the 3α-HSD interacted with the hydroxyl and carbonyl groups located within the 

steroid.  

 Additional work performed by Vicentini et al. [122]  utilized carbodiimide 

chemistry to attach Tyrosinase (Tyr) to MWCNTs. Then the Tyr functionalized CNTs were 

mixed with an ionic liquid and subsequently used to modify a carbon electrode. Using this 

functionalized biosensor, it was demonstrated that the catechol contained within water 

samples could be detected for safety measurements. The mechanism of detection involved 

the transformation of the phenol catechol into o-quinone using the Tyr as the catalyst. The 

direct electron transfer between the MWCNT and the Tyr caused by the reaction with the 

catechol was detected by the electrode setup.  
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 Supplementary work has also been performed to create biosensors towards glucose 

[123–126]. Fatoni et al. [123] used a chitosan-bovine serum albumin (chi-BSA) cryogel 

mixed with MWCNTs, ferrocene, and glucose oxidase. Here, the chi-BSA oxidized the 

glucose while the MWCNTs were used to detect the resulting electron transfer. Lin et al. 

[124] modified electrodes with MWCNTs and then deposited copper and nickel 

nanoparticles upon them. The electron transfer due to the oxidation of the glucose by the 

nickel/copper/MWCNT complex was detected by the system. The electrical output is 

presented in Figure 2-37 . 

 

Figure 2-37:   Sequential detection of glucose by a Nickel/Copper/MWCNT system 

of A) 25 μM–1.15 mM and B) 1-9 mM [124]. 

Pourasl et al. [125] and Palanisamy et al. [126] also modified an electrode with graphene 

oxide in order to electronically sense the oxidation of glucose . Unlike the 

nickel/copper/MWCNT electrode, it was observed that the current decreases with the 

detection of glucose. 

 The previously described biosensors are based on carbon electrodes modified by a 

CNT/sensing agent mixture. The ability to directly transfer charge between the CNTs and 

surface functional group has led to the creation of FET biosensors [132–139]. Star et al. 



 

73 
 

[132] created a simple carbon nanotube field effect transistor (CNFET) sensor by 

functionalizing the carbon nanotube with a poly (ethylene glycol) (PEG)/biotin mixture. A 

diagram of the setup is displayed in Figure 2-38. 

 

Figure 2-38:   Schematic representation of a CNFET system based on biotin and PEI 

functionalization for detecting streptavidin [132]. 

As shown in Figure 2-38, the PEG prevents nonspecific binding of additional proteins 

while the CNT is used to sense the biotin interaction with streptavidin. This device showed 

a fast electrical response with a high degree of sensitivity.  

 Additional studies on CNFET biosensors have focused on using antibodies on the 

sensor surface [135,139]. Villamizar et al. [135] showed that anti-Salmonella adsorbed 

onto CNTs was able to detect Salmonella Infantis. To introduce selectivity, tween 20 was 

used to block the binding of other biological agents.  Oh et al. [139] similarly showed that 

antibody based CNFETs can be used to detect an Alzheimer’s marker (amyloid-beta) in 

blood. The detection of amyloid-beta at different concentrations is shown in Figure 2-39. 
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Figure 2-39:   Normalized change in conductance over time profile presenting the 

detection of amyloid-beta in real time by an antibody based CNFET [139]. 

 
As shown in Figure 2-39, detection occurs in minutes and with high degree of sensitivity. 

Indeed, these properties are highly desirable in many sensor applications. Oh et al.’s work 

[139] also showed that designing the attachment of the antibody on the CNTs can increase 

the sensitivity of the device. This was realized by comparing a CNFET fabricated by 

attaching the antibodies to the CNT through a protein linker versus to a CNFET system 

assembled by directly immobilizing the antibodies through chemical bonds. It was 

observed that the CNFET utilizing a protein linker was more sensitive than the CNFET 

employing direct immobilization. 

2.6 Phage Display 

With the ability of biologically functionalized carbon nanotubes for modulating and 

detecting the binding of targets, it is imperative to have a technique that will find functional 

groups with specific selectivity and sensitivity towards desired target analytes. A potential 
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approach for addressing this requirement is the use of a phage display library technology 

to produce specific functionalized nanotubes. A phage display library consists of 

bacteriophage  which express peptides, proteins, or antibodies on their surface [140–142]. 

When the library is exposed to a target, those phage with high affinity towards the target 

will selectively bind to it [143]. Immobilization of the target prior to phage binding allows 

the non-binding phage to be removed during the biopanning (screening) process, while 

those phage that bound to the target can be harvested. The DNA, encoded with the peptide 

information, contained in the phage can then be removed from the harvested phage, 

purified, and subsequently sequenced to find the amino acids that comprise the protein with 

selectivity toward the target [144]. 

It has been shown that peptides selective to volatile organic compounds (VOC) 

such as benzene, toluene, and xylene can be obtained via a bio-panning of a M13 phage 

library [145]. The peptides discovered in the biopanning process were used to functionalize 

a micro-cantilever surface. These sensors were able to discriminate between organic 

compounds, and in essence, “sense” a single carbon change in the target compound. In 

addition, these sensors were capable of detecting on the sub-ppm level with relatively rapid 

detection times. Similarly, work has been performed on identifying peptides selective to 

TNT [146,147]. Thus, a phage display library technique can be used to find peptides that 

express selectivity towards chemical constituents. These peptides can then be incorporated 

onto an optical-electrical substrate to assemble a biosensor. One of the reasons that makes 

peptides an excellent candidate for being considered as the detection platform of 

nanosensors is that they are able to be kept in a solid state without the need of their storage 

in a liquid environment [148,149]. This is a feature which is opposite to that required by 
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biological selective materials such as antibodies. Certainly, this solid-state storage 

capability is an important feature for sensor applications. 

 

2.6.1 M13 Phage 

Bacteriophage that can be commonly used in phage display include T7, Lambda, and 

filamentous Ff phage [150–152]. For the purpose of this review, the focus will be on the 

filamentous phage M13 with surface expressed peptide structures, as it was used in this 

research. This type of phage was chosen because its use has been reported in work targeting 

TNT [146,147]. Filamentous Ff phage display libraries are commonly used and are easily 

modified for a wide range of applications, such as the display of foreign proteins [143]. 

M13 filamentous Ff phage are comprised of a single, circular DNA molecule surrounded 

by a capsid made of five coat proteins: pIII, pVI, pVII, pVIII, and pIX  [153]. A graphical 

representation of the M13 bacteriophage is presented in Figure 2-40.  

 

 

Figure 2-40:   Schematic representation of the basic structure of the M13 

bacteriophage [143]. 
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As shown in Figure 2-40, the major coat protein is pVIII with several thousand copies 

found in the capsid. Conversely, only 5 copies of each of the minor coat proteins are present 

(pIII, pVI, pVII, pVIII, and pIX).  

The pIII coat plays some of the most important roles in the phage infection of 

bacteria [154]. The structure of pIII is given in Figure 2-41. 

 

Figure 2-41:   Schematic of pIII coat protein structure [155]. 

 As shown in Figure 2-41, the two N-terminus domains of pIII are N1 and N2. These two 

domains are connected by glycine rich linker sequences and intramolecular forces and are 

responsible for the infectivity of the phage. Figure 2-41 also shows the C-terminus domain 

(CT) which assists in the termination of an infection and the release of the phage from an 

infected cell. The binding process of M13 to a host cell is presented in Figure 2-42. 
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Figure 2-42:   Representation of the M13 filamentous Ff phage infection of a host 

cell from left-top to right-bottom [155]. 

 

As observed in Figure 2-42, the N2 domain interacts with the F pilus of a host bacterium 

and releases the intramolecular forces, keeping the N1 domain bound to the pilus [156]. 

Once the N1 is released, it is now free to bind to the Tol A protein of the host [157,158]. 

Thus, without the pIII coat protein, the phage would not be capable of infecting a host cell 

[159]. Also, the pIII coat protein can be used to express a peptide on the phage  surface 

[140].  It has become one of the most commonly used expression coat protein used in phage 

display [154]. Although pIII is commonly used, it is possible for all coat proteins to be 

expression sites for peptides [160].  

2.6.2 Ph. D. Phage Display Library  

The Ph. D. phage display library was developed by New England BioLabs [161]. 

It contains M13 phage expressing peptides on the N-terminal pIII coat. The specific library 

used for this research work was a Ph. D. -7 library, which expresses 7-mer peptides. In the 

Ph. D. system, the phage have 5 copies of the peptide expressed (one on each pIII coat). 
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As long as the peptide is less than 50 residues long, the ability of the phage pII to bind to 

and infect a host cell is not disturbed [162]. The use of pIII expression produces higher 

binding affinity peptides towards targeted molecules due to its lower valency than other 

expression sites, such as the pVIII coat protein [161]. The library contains roughly 10ଽ 

phage unique peptide sequences expressed on phage. This represents almost all of the 

possible nucleotide combinations available in a 7-mer peptide. To assist in the location of 

the peptide during sequencing, the peptide is linked to the phage via a Gly-Gly-Gly-Ser 

sequence. Using this library, peptides selective to enzymes, cell-surface receptors, 

monoclonal antibodies, semiconductors, ferroelectrics, gadolinium oxide (GdO) particles, 

and small molecule binders have been discovered [161,163–166]. Thus, it can be seen that 

the Ph. D. library can be used to find peptides selective for non-biological analytes as well 

as biological. 

2.6.3 Biopanning 

Biopanning (or screening) is the procedure that transforms a large and diverse 

phage library into a small population of phage with affinity to a targeted constituent 

[142,143,155,167–170]. A graphic of the general procedure of biopanning is shown in 

Figure 2-43. 
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Figure 2-43:   Schematic graphic of the general biopanning procedure using a phage 

display library [143]. Phage are exposed to the immobilized target. Next, the bound 

phage are eluted and amplified. Finally, phage are either transferred to another 

round of panning or analyzed. 

 

As presented in Figure 2-43, biopanning begins with the immobilization of the target 

molecule to a substrate, such as a microwell plate [167]. Subsequently, a blocking buffer 

is used to reduce the possibility of binding to the substrate surface. Then a library 

containing millions of phage expressing different peptides, proteins, or antibodies are 
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brought into contact with the immobilized target. The phage bind to the target in a “lock 

and key” type mechanism where only phage expressing an agent selective to the target will 

bind [143]. Next, the well is washed, which removes the phage that do not bind [167,169]. 

After the washing step, the bound phage are eluted using a low pH buffer [170]. The eluted 

phage are then usually amplified via infection of a host cell before another round of panning 

takes place. If the a higher level of specificity is desired, it may be better to directly use the 

eluted phage without amplification in the next round of panning [169]. Specificity is also 

generally improved by increasing the number of panning rounds. Once the panning rounds 

are completed, the eluted phage are amplified and analyzed using techniques such as 

enzyme-linked immunosorbent assay (ELISA) and sequencing. 

2.6.4 Enzyme-linked Immunosorbent Assay (ELISA) 

An ELISAs can be used to determine the selectivity of the peptide binding [171]. 

In the ELISA procedure, the target is attached to a microplate well and the well is 

subsequently blocked.  The amplified isolated phage are then allowed to bind to the target. 

The wells are washed and antibodies to the phage are added and allowed to bind. These 

antibodies are covalently labeled with a specific enzyme. A chromogenic solution that is 

tailored to the enzyme on the antibody results in a color change that indicates the level of 

binding. This test assists in determining whether or not an isolated phage is actually specific 

for the target, or if a phage is non-specific due to binding to the microplate well. 

2.6.5 Sequencing  

One of the major analysis techniques after biopanning is the sequencing process. 

Sequencing of the DNA contained within the phage results in the identification of the 

chemical structure of the expressed peptide or protein [172]. The DNA encoding the 
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peptide is contained in the infected bacterium, the bacteria are lysed and the DNA encoding 

the peptide is separated from the cells [173]. Once separated, the DNA is purified using a 

silica spin column and a binding/elution procedure. After purification, the DNA is 

sequenced. In a basic sequencing process, primers are used to replicate only the specific 

area of the DNA which contains the peptide information [172]. Subsequently, gel 

electrophoresis is used to separate the replicated strands by size. The nucleotides are 

chemically modified to fluoresce different colors under UV light. Thus, nucleotide strands 

that vary in length will fluoresce with a color corresponding to the nucleotide located at 

the end of the strand. Each color indicates a unique dideoxy nucleotide at the end of the 

strand. Using UV light and a color detection system, the colors associated with each 

nucleotide strand are recorded as they are eluted in order of the length of the nucleotide 

strand. The order of the nucleotides found at the termini of each strand indicates the 

nucleotide sequence of the DNA. An example of a sequencing gel can be seen in Figure 

2-44. 
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Figure 2-44:   Example of a DNA sequence produced by gel electrophoresis. 

Black=G(Guanine), Red=T(Thymine), Green= A(Adenine), Blue=C(Cytosine) [172]. 

2.7 Modeling 

The electronic and physical properties of CNTs are commonly modeled using the 

density functional tight binding theory (DFTB) in conjunction with the non-equilibrium 

Green’s functions [174–179]. Hence, the following sections show the foundation of density 

functional theory (DFT) as well as the integration of the tight binding formalism with the 

non-equilibrium Green’s functions. Also, the use of Poisson equations to calculate the 

electrical current through the system and the types of CNT networks that have been studied 

via DFTB is presented in the next sections. 

2.7.1 Density Functional Theory (DFT) 

One of the first formulations of DFT was created in 1964 by Hohenberg and Kohn 

[180]. DFT calculates properties such as the geometry, electronic characteristics, and 
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spectroscopic features of a system. This method was an improvement of the Hartree-Fock 

(HF) approach which was created by Hartree and Fock in 1920 [181]. The HF method uses 

a Slater determinant to approximate the wavefunction. However, there were two primary 

caveats with the HF method. The first was that it assumed that electron movement was not 

affected by other electrons. The other issue is that once the system reached over 20 atoms, 

the computation time and resource were prohibitive. Hence, DFT was created to counteract 

these two limitations.  

DFT theory assumes that the electron density can be used to find the electronic 

wavefunction at the ground state [180]. The other basis of the theory rests on the 

assumption that the minimum of the ground state electron density can be used to determine 

the energy of the electron. The most recent version of DFT has been formulated by Kohn 

and Sham [182]. The DFT-KS theory models the system as non-interacting but with the 

same density as the interacting system. In the Kohn-Sham formulation, the total energy of 

the non-interacting electrons is given by equation 2.1 

ሺ࢘ሻሿ࢔ሾࡱ  ൌ ࢙ࢀ ൅ ࢚࢞ࢋࡱ ൅ ࡴࡱ ൅ ࢉ࢞ࡱ ൅  2.1   ࡵࡵࡱ

where ݊ሺݎሻ is the electron density , ௦ܶ is the non-interacting kinetic energy, ܧ௘௫௧ is the 

external interaction, ܧு is the Hartree energy, ܧ௫௖ is the exchange-correlation energy, and 

 ூூ is the ion-ion interaction energy [183]. A more in depth expression for equation 2.1 isܧ

presented in equation 2.2. 
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where ʄ௔ is the occupation of the single particle state ߰௔, possessing energy ԑ௔, and ௘ܸ௫௧ is 

the energy of interactions between atoms. An important note in this equation is that ܧ௫௖ 

does not have an exact expression for each electron density. To overcome this, Kohn and 

Sham assumed that ݊ሺݎሻ  varies slowly. With this assumption in place, they showed that 

  ௫௖ can be expressed asܧ

ࢉ࢞ࡱ  ൌ ׬  2.3  ࢘ࢊሺ࢘ሻ൯࢔൫ࢉሺ࢘ሻࣕ࢞࢔

where ߳௫௖ is the exchange and correlation energy per electron at a specific electron gas 

density [184]. Using equation 2.2 in the single particle form, the single particle Schrodinger 

equation was solved to produce the expression of the electron density. This form of electron 

density is given in equation 2.4 

ሺ࢘ሻ࢔  ൌ ෍|࣒࢏ሺ࢘ሻ|૛

ࡺ

ୀ૙࢏

   2.4 

where N is the number of electrons [184]. Since this process is a minimization of the 

energy, solving for the final electron density and total energy requires an iterative process. 

In the first iteration, the electron density value is assumed. Subsequently, equations 2.2 and 

2.4 are used to find the new value of ݊ሺݎሻ, which is then used again in equations 2.2 and 

2.4. This iterative process is repeated multiple times until the energy is minimized.  

2.7.2 Density Functional Tight Binding Theory (DFTB) 

Tight binding (TB) theory was first combined with density functional theory (DFT) 

in 1954 by Slater and Koster [185]. Tight binding theory’s initial formulation was 

described by Bloch in 1928, and it rests on creating a linear combination of the atomic 

orbitals in a system to form a wave function for every wavenumber ( k ) [186]. Slater and 

Koster removed many of the intensive and time consuming calculations in the original DFT 



 

86 
 

process by first eliminating unimportant terms then keeping the important terms and 

turning some of them into constants [185]. This resulted in a theoretical model that required 

much less computational time and power while also retaining some of the accuracy as the 

full DFT treatment. 

The first step in the DFTB method is to create Bloch sums of the atomic orbitals in 

the system using the Lowdin method [187]. The form of the Bloch sum is presented in 

equation 2.5 

 ෍ሺ࢏ࡾሻ࢖࢞ࢋሺ࢑࢏ ∙ ሺ࢘࢔ሻࣘ࢏ࡾ െ  ሻ 2.5࢏ࡾ

where ܴ௜ is the vector position of the atomic orbital on a given atom, ߶௡ሺݎ െ ܴ௜ሻ is the 

atomic orbital, and n is the quantum number of the atomic orbital. This equation is 

constructed in such a way that it is actually a linear combination of the atomic orbitals that 

extends over all equivalent atoms in a system. Thus, Bloch sums are created for all of the 

atoms and corresponding atomic orbitals in a unit cell of a system. Also, equation 2.5 is 

established in a form that the Bloch sums created for each orbital are orthogonal to each 

other. This reduces some of the complexity associated with nonorthogonal Bloch sums. 

Once the Bloch sums are formed, the matrix element of energy between each sum is 

calculated using equation 2.6. 

 ෍൫࢐ࡾ൯࢑࢏࢖࢞ࢋ ∙ ൫࢐ࡾ െ ൯࢏ࡾ න ࢔࣒
∗ ሺ࢘ െ ൫࢘࢓࣒ࡴሻ࢏ࡾ െ  2.6 ࢜ࢊ࢐൯ࡾ

where H is the Hamiltonian operator,  ߰௡ and ߰௠are the orthogonal orbitals created using 

the Lowdin method, and ܴ௜ and ௝ܴ are the vector positions of  ߰௡ and ߰௠ respectively.  

 The integrals present in equation 2.6 are very computationally intensive. Therefore, 

Slater and Koster replaced some of the integrals with constants. Some important notes 
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made by Slater and Koster about equation 2.6 were: 1) The three-center integrals are very 

complicated and do not have a large effect on the system, so they are disregarded. 2) As 

the interatomic distance grows larger between the atoms, the integral will become 

substantially smaller. This allowed Slater and Koster to set a minimum distance between 

an atom and an interacting atom to be considered as a term in the expression. 3) Atoms 

related by crystal symmetry should have the same interaction integral value. This resulted 

in the consideration of only the nearest or second nearest neighbors. 4) Only orbitals near 

the energies that are being targeted need to be considered. Using these simplifications, 

replacements were presented for the two-center integrals. These are shown in Table 2.1. 

Indeed, the energy integrals (E) can be used in place of the integrals presented in equation 

2.6. These integrals contain two indices to dictate what two orbitals are being considered. 

For example, the indices abbreviations for the ݌௫, ,ݔ ௭ orbitals are݌ ௬, and݌  and ,ݕ

,respectively while the ݀௭మ ݖ ݀௫௬, ݀௫௭, ݀௬௭, and ݀௫మି௬మ  are ݖଶ, ,ݕݔ ,ݖݔ ଶݔ and ,ݖݕ െ  ଶݕ

respectively. Thus, ܧ௦,௫ is the two center integral describing the interaction between the sσ 

and pσ orbitals. 
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Table 2.1 : Energy integrals for crystal in terms of the two-center integrals [185]. 

 ሻߪݏݏ௦,௦ ሺܧ

 ሻߪ݌ݏ௦,௫ ݈ሺܧ

ሻߪ݌݌௫,௫ ݈ଶሺܧ ൅ ሺ1 െ ݈ଶሻሺߨ݌݌ሻ 

ሻߪ݌݌௫,௬ ݈݉ሺܧ െ ݈݉ሺߨ݌݌ሻ 

ሻߪ݌݌௫,௭ ݈݊ሺܧ െ ݈݊ሺߨ݌݌ሻ 

 ሻߪ݀ݏ௦,௫௬ √3݈݉ሺܧ

௦,௫మି௬మ 1ܧ
2

√3ሺ݈ଶ െ ݉ଶሻሺߪ݀ݏሻ 

 ௦,ଷ௭మି௥మܧ
ሾ݊ଶ െ

1
2

ሺ݈ଶ ൅ ݉ଶሻሿሺߪ݀ݏሻ 

ሻߪ݀݌௫,௫௬ √3݈ଶ݉ሺܧ ൅ ݉ሺ1 െ 2݈ଶሻሺߨ݀݌ሻ 

ሻߪ݀݌௫,௬௭ √3݈݉݊ሺܧ െ 2݈݉݊ሺߨ݀݌ሻ 

ሻߪ݀݌௫,௭௫ √3݈ଶ݊ሺܧ ൅ ݊ሺ1 െ 2݈ଶሻሺߨ݀݌ሻ 

௫,௫మି௬మ 1ܧ
2

√3݈ሺ݈ଶ െ ݉ଶሻሺߪ݀݌ሻ ൅ ݈ሺ1 െ ݈ଶ ൅ ݉ଶሻሺߨ݀݌ሻ 

௬,௫మି௬మ 1ܧ
2

√3݉ሺ݈ଶ െ ݉ଶሻሺߪ݀݌ሻ െ ݉ሺ1 ൅ ݈ଶ െ ݉ଶሻሺߨ݀݌ሻ 

௭,௫మି௬మ 1ܧ
2

√3݊ሺ݈ଶ െ ݉ଶሻሺߪ݀݌ሻ െ ݊ሺ݈ଶ െ ݉ଶሻሺߨ݀݌ሻ 

 ௫,ଷ௭మି௥మܧ
݈ ൤݊ଶ െ

1
2

ሺ݈ଶ ൅ ݉ଶሻ൨ ሺߪ݀݌ሻ െ √3݈݊ଶሺߨ݀݌ሻ 

 ௬,ଷ௭మି௥మܧ
݉ ൤݊ଶ െ

1
2

ሺ݈ଶ ൅ ݉ଶሻ൨ ሺߪ݀݌ሻ െ √3݉݊ଶሺߨ݀݌ሻ 

 ௭,ଷ௭మି௥మܧ
݊ ൤݊ଶ െ

1
2

ሺ݈ଶ ൅ ݉ଶሻ൨ ሺߪ݀݌ሻ െ √3݊ሺ݈ଶ ൅ ݉ଶሺߨ݀݌ሻ 

ሻߪ௫௬,௫௬ 3݈ଶ݉ଶሺ݀݀ܧ ൅ ሺ݈ଶ ൅ ݉ଶ െ 4݈ଶ݉ଶሻሺ݀݀ߨሻ ൅ ሺ݊ଶ ൅ ݈ଶ݉ଶሻሺ݀݀ߜሻ 

ሻߪ௫௬,௬௭ 3݈݉ଶ݊ሺ݀݀ܧ ൅ ݈݊ሺ1 െ 4݉ଶሻሺ݀݀ߨሻ ൅ ݈݊ሺ݉ଶ െ 1ሻሺ݀݀ߜሻ 

ሻߪ௫௬,௭௫ 3݈ଶ݉݊ሺ݀݀ܧ ൅ ݉݊ሺ1 െ 4݈ଶሻሺ݀݀ߨሻ ൅ ݉݊ሺ݈ଶ െ 1ሻሺ݀݀ߜሻ 

௫௬,௫మି௬మ 3ܧ
2

݈݉ሺ݈ଶ െ ݉ଶሻሺ݀݀ߪሻ ൅ 2݈݉ሺ݉ଶ െ ݈ଶሻሺ݀݀ߨሻ ൅
1
2

݈݉ሺ݈ଶ െ ݉ଶሻሺ݀݀ߜሻ 

௬௭,௫మି௬మܧ  3
2

݉݊ሺ݈ଶ െ ݉ଶሻሺ݀݀ߪሻ െ ݉݊ሾ1 ൅ 2ሺ݈ଶ െ ݉ଶሻሿሺ݀݀ߨሻ ൅ ݉݊ሾ1 ൅
1
2

ሺ݈ଶ െ ݉ଶሻሺ݀݀ߜሻ 

௭௫,௫మି௬మܧ  3
2

݈݊ሺ݈ଶ െ ݉ଶሻሺ݀݀ߪሻ ൅ ݈݊ሾ1 െ 2ሺ݈ଶ െ ݉ଶሻሿሺ݀݀ߨሻ െ ݈݊ሾ1 െ
1
2

ሺ݈ଶ െ ݉ଶሻሺ݀݀ߜሻ 

 ௫௬,ଷ௭మି௥మܧ
√3݈݉ ൤݊ଶ െ

1
2

ሺ݈ଶ ൅ ݉ଶሻ൨ ሺ݀݀ߪሻ െ 2√3݈݉݊ଶሺ݀݀ߨሻ ൅
1
2

√3݈݉ሺ1 ൅ ݊ଶሻሺ݀݀ߜሻ 

 ௬௭,ଷ௭మି௥మܧ
√3݉݊ ൤݊ଶ െ

1
2

ሺ݈ଶ ൅ ݉ଶሻ൨ ሺ݀݀ߪሻ ൅ √3݉݊ሺ݈ଶ ൅ ݉ଶ െ ݊ଶሻሺ݀݀ߨሻ െ
1
2

√3݉݊ሺ݈ଶ ൅ ݉ଶሻሺ݀݀ߜሻ 

 ௭௫,ଷ௭మି௥మܧ
√3݈݊ ൤݊ଶ െ

1
2

ሺ݈ଶ ൅ ݉ଶሻ൨ ሺ݀݀ߪሻ ൅ √3ln ሺ݈ଶ ൅ ݉ଶ െ ݊ଶሻሺ݀݀ߨሻ െ
1
2

√3݈݊ሺ݈ଶ ൅ ݉ଶሻሺ݀݀ߜሻ 

௫మି௬మ,௫మି௬మܧ  1
2

√3ሺ݈ଶ െ ݉ଶሻሾ݊ଶ െ
1
2

ሺ݈ଶ ൅ ݉ଶሻሿሺ݀݀ߪሻ ൅ √3݊ଶሺ݉ଶ െ ݈ଶሻሺ݀݀ߨሻ ൅
1
4

√3ሺ1 ൅ ݊ଶሻሺ݈ଶ

ߜ݀݀
 ௫మି௬మ,ଷ௭మି௥మܧ

൤݊ଶ െ
1
2

ሺ݈ଶ ൅ ݉ଶሻ൨
ଶ

ሺ݀݀ߪሻ ൅ 3݊ଶሺ݈ଶ ൅ ݉ଶሻሺ݀݀ߨሻ ൅
13
4

√3ሺ݈ଶ ൅ ݉ଶሻଶሺ݀݀ߜሻ 
ଷ௭మି௥మ,ଷ௭మି௥మ 3ܧ

4
ሺ݈ଶ െ ݉ଶሻଶሺ݀݀ߪሻ ൅ ሾ݈ଶ ൅ ݉ଶ െ ሺ݈ଶ െ ݉ଶሻଶሿሺ݀݀ߨሻ ൅ ሾ݊ଶ ൅

1
4

ሺ݈ଶ െ ݉ଶሻଶሿሺ݀݀ߜሻ 
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 Using this tight binding formalism, the Kohn-Sham eigenstates, and the addition of 

a small density fluctuation normalization term (݊ߜሺݎሻ ൌ ݊ െ ݊଴), equation 2.2 becomes 

equation 2.7 [188]. 
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2.7 

Where, ܧே is the nuclear repulsion term given in equation 2.8. 

ࡺࡱ  ൌ
૚
૛

෍
ࢼࢆ∝ࢆ

∝ࡾ| െ ࢼࡾ
 2.8 

As in a normal tight binding model, terms were collected into a repulsion term ሺܧ௥௘௣ሻ and 

a second order fluctuation term  ሺܧଶሻ , as shown in equations 2.9 and 2.10 respectively, in 

order to produce a simplified energy expression (equation 2.11) . 

 
૙ሿ࢔ሾ࢖ࢋ࢘ࡱ ൌ െ

૚
૛

න න
૙ሺ࢘ሻ࢔૙ሺ࢘ᇱሻ࢔

|࢘ െ ࢘ᇱ|
′૜࢘ࢊ ૜࢘ࢊ ൅ ૙ሿ࢔ሾࢉ࢞ࡱ

െ  න ૜࢘ࢊ ૙ሺ࢘ሻ࢔ ૙ሿ࢔ሾࢉ࢞ࢂ ൅ ࡺࡱ 

2.9 

 

,࢔ࢾ૛ሾࡱ  ૙ሿ࢔ ൌ  
૚
૛

න නሺ 
૚

|࢘ െ ࢘ᇱ|
൅

ࢉ࢞ࡱ૛ࢾ

′࢔ࢾ ࢔ࢾ
 ሻࢊ  ′࢔ࢾ࢔ࢾ૜࢘ ࢊ૜࢘′ 2.10 
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ࡱ  ൌ ෍ሼૐܑ ૙|ૐܑሽࡴ| ൅ ࢖ࢋ࢘ࡱሾ࢔૙ሿ ൅ ,࢔ࢾ૛ሾࡱ  ૙ሿ 2.11࢔

Subsequently, tight binding was used to expand the Kohn-Sham wave functions 

into localized atomic orbitals. In the construction of these orbitals, the pseudopotential 

contributions were neglected, an action that was justified by the approximations made in 

the construction of the orbitals using the localized method [189]. Considering the two-

center approximation and neglecting the unnecessary terms, the Hamiltonian matrix 

elements were shown to be described by equation 2.12 [190]. 

 
ࣇࣆࡴ

૙ ൌ ൝
ࣆࣕ

,࢓࢕࢚ࢇ ࢋࢋ࢘ࢌ ࣆ ൌ ࣇ

〈࢛ࣘหࢀ෡ ൅ ࢻ࢔ൣࢌࢌࢋ࢜
૙ ൅ ࢼ࢔

૙ ൧หࣘ࢜〉, ࣆ ∊ ,ࢻ ࢜ ∊  ࢼ
 

2.12 

In equation 2.12, ߥ௘௙௙ is the Kohn-Sham potential, ߶௨ and ߶௩ are the basis functions, and 

݊ఈ
଴  and ݊ఉ

଴ are the input densities of the α and β atom indices respectively. The Kohn-Sham 

potential can be solved by using equation 2.13, while the basis functions and input densities 

are found  by solving the modified Schrodinger equation (see equation 2.14). 

૙ሿ࢔ሾࢌࢌࢋ࢜  ൌ ࢚࢞ࢋࢂ ൅  න
૙࢔

ᇱ

|࢘ െ ࢘ᇱ|
൅ ૙ሿ࢔ሾࢉ࢞ࢂ

ᇱ

 2.13 
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2.14 

Equation 2.14, was also used to confine the atomic charge densities to model a pseudo 

atom [185]. This is done because it has been shown to be a better approximation of the 

atoms in the system being modeled  [191]. Frauenheim et al. [188] also commented that 

the use of equation 2.14 to solve for the basis functions and input densities, did not require 

the calibration of integrals for the optimization of the atomic geometry. 
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2.7.3 Non-Equilibrium Green’s Functions 

Non-equilibrium Green’s functions (NEGF) are used to model the electron 

transport of a system at the molecular level [192]. NEGF produces an atomic level 

description of the electron transport, thus, the channel-contact regions can be modeled, and 

the tunneling of the Schottky barriers at the contact can be considered [193]. The theory 

considers an electronic device split up in three sections. The contacts, the molecular 

conducting channel, and the extended molecule. The ability to model an extended molecule 

means that surface adsorbed atoms are able to be included. Hence, the NEGF theory in 

conjunction with DFTB presents itself as an excellent approach to model CNT devices. 

The Green’s formalism begins with breaking the system into the contact and the 

device regions [194]. The properties of the contacts are assumed to be that of a bulk 

material and are considered to be semi-infinite. Also, more than two contacts can be 

included in the model. The device region is described by the molecular quantum 

conducting channel connecting the contacts, and are broken into principal layers (PL) 

which are all the same size and shape. Only the principal layers adjacent to one another can 

interact. By placing an electric potential between the contacts, charge is forced to be passed 

through the adjacent PLs in the device region.  

In the NEGF theory, the density matrix is computed as follows by equation 2.15 

 ࣋ ൌ
૚

૛࣊࢏
න ሻࡱழሺࡳࡱࢊ

ஶ

ିஶ
 2.15 

where ܩழ is the electron-electron correlation matrix. Equation 2.15 can be further 

expanded into equation 2.16 
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2.16 

where ஼݂  is the Fermi function. The first term in 2.16 is the contribution by the retarded 

Green’s functions and can be calculated by a complex contour, the second term is the 

contribution by the advanced Green’s functions and can be completed by taking the adjoint, 

and the third term is the contribution by the correlation Green’s functions and  must be 

integrated on a real axis [192]. In the third term, the broadening function can be described 

by equation 2.17 

ሻࡱሺࢻࢣ  ൌ ࢻࢳሾ࢏
࢘ ሺࡱሻ െ ࢻࢳ

࢘றሺࡱሻሿ 2.17 

where ߑఈ are the contact self-energies, which can be computed via equation 2.18 

ࢻࢳ  ൌ  ሻ 2.18ࢻሺࡸ,ࢻࢀ ࢇ,ࢇࢍ ࢻ,ሻࢻሺࡸࢀ

where ܮሺߙሻ is the principal layer that interact with the α contact [194]. The  ݃௔,௔ variable 

is the surface Green’s function of α, and T is the off-diagonal terms described by equation 

2.19. 

ା૚ࡸ,ࡸࢀ  ൌ ା૚ࡸ,ࡸࡿࡱ െ  ା૚ 2.19ࡸ,ࡸࡴ

 The iterative process of solving the Green’s functions of the system begins with the 

calculations of the partial surface Green’s function of the system cut at L, and interacting 

only with the left (݃௅,௅
ோ ) and the right (݃௅,௅

௅ ) part of the system [194]. This approach is given 

by equations 2.20 and 2.21 
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ࡸ,ࡸࢍ 
ࡾ ൌ ࡸ,ࡸࡿࡱൣ െ ࡸ,ࡸࡴ െ ା૚ࡸ,ା૚ࡸࢍ ା૚ࡸ,ࡸࢀ

ࡾ ൧ࡸ,ା૚ࡸࢀ
ି૚ 2.20 

ࡸ,ࡸࢍ 
ࡸ ൌ ࡸ,ࡸࡿࡱൣ െ ࡸ,ࡸࡴ െ ૚ିࡸ,૚ିࡸࢍ ૚ିࡸ,ࡸࢀ

ࡸ ൧ࡸ,૚ିࡸࢀ
ି૚ 2.21 

In both equations (2.20 and 2.21), S represents the overlap matrix while H represents the 

Hamiltonian matrix of the principal layer L.  Solving for ݃௅,௅
ோ  begins at the Nth layer and 

ends at the 1st layer while solving for ݃ ௅,௅
௅  requires the opposite direction. Finally, the partial 

Green’s functions are used in an iterative process to solve for the Green’s functions of each 

layer starting with layer 1 and finishing at the N layer. These calculations are performed 

using equations 2.22-2.26 

૚,૚ࡳ  ൌ ૚,૚ࡿࡱൣ െ ૚,૚ࡴ െ ૚,૚ࢳ  െ ૛,૛ࢍ૚,૛ࢀ
ࡾ ૛,૚൧ࢀ

ି૚ 2.22 

ࡸ,ࡸࡳ  ൌ ࡸ,ࡸࢍ
ࡾ ൅ ࡸ,ࡸࢍ

ࡾ ࡸ,ࡸࢍࡸ,૚ିࡸࢀ૚ିࡸ,૚ିࡸࡳ૚ିࡸ,ࡸࢀ
ࡾ  2.23 

ࡸ,૚ିࡸࡳ  ൌ െିࡸࡳ૚,ିࡸ૚ିࡸࢀ૚,ࡸ,ࡸࢍࡸ
ࡾ  2.24 

૚ିࡸ,ࡸࡳ  ൌ െࡸ,ࡸࢍ
ࡾ  ૚ 2.25ିࡸ,૚ିࡸࡳ૚ିࡸ,ࡸࢀ

ࡸ,ࡸࡳ 
ழ,ࢻ ൌ ሻࢻሺࡸ,ࡸࡳ

ࡾ ሻࢻሺࡸ,ࡸࡳࢻࢣ
றࡾ  2.26 

Where the layer 1 is described by equation 2.22, layer 2 through N are described by 

equation 2.23, the off-diagonal blocks by equations 2.24 and 2.25, and the tridiagonal 

blocks by 2.26. Once a converged solution is reached the charge density can be found by 

equation 2.15. 
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2.7.4 Poisson Solutions 

A further step in the modeling field is the use of the electron charge density obtained 

via the DFTB and NEGF models in the Poisson equations to find the electrical current 

through the molecular conducting channel [193,194]. The first step in the Poisson 

application is to model the total electron charge density using the neutral atom densities, 

and the density fluctuations as shown in equation 2.27. 

ሺ࢘ሻ࢔  ൌ ෍ሾ࢏࢔
૙ሺ࢘ሻ ൅ ૙૙ࡲ

࢏ ሺ࢘ሻ∆࢏ࢗሿ
࢏

 2.27 

In this equation, ݊௜
଴ሺݎሻ is the atomic density, ܨ଴଴

௜ ሺݎሻ is the s-like radial functions, and ∆ݍ௜ 

is the Mulliken charge [194].  The primary Poisson equation for the electrostatic potential 

is given by equation 2.28 

 સ૛ࢂ ൌ ૝࣊ ෍ሾ࢏࢔
૙ሺ࢘ሻ ൅ ૙૙ࡲ 

࢏ ሺ࢘ሻ∆࢏ࢗ

࢏

ሿ ൅  2.28 ࢙࢔࢕࢏࢚࢏ࢊ࢔࢕ࢉ ࢟࢘ࢇࢊ࢔࢛࢕࡮

where V is the Hartree potential, and the boundary conditions are imposed on the contacts, 

and the contact/device interface directed by the bulk electrochemical potentials. Equation 

2.28 is solved in real space using the partial differential equation 2.29 

 ࣋ሺ࢘ሻ ൌ ෍ ࢏ሺ࢘ሻࣔ࢏࢏ࢉ
૛ࢂሺ࢘ሻ

ࢠ,࢟,ୀ࢞࢏

൅ ෍ ሺ࢘ሻࢂ࢏ሺ࢘ሻࣔ࢏ࢉ
ࢠ,࢟,ୀ࢞࢏

൅  ሺ࢘ሻ 2.29ࢂሺ࢘ሻࢉ

where ܿ௜ሺݎሻ ൌ ܿሺݎሻ ൌ 0 and ܿ௜௜ሺݎሻ ൌ െ ଵ

ସ
 ,for a two contact system. Using equation 2.29 ߨ

more constants can be added, and the Dirichlet boundary (fixed boundary) conditions can 

be used to simulate both planar and cylindrical gates.  
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 Using equation 2.29, an iterative solution to the electrostatic potential is found. This 

Hartree potential can then be used as an input in equation 2.30 to find the probability of 

transmission from source to drain or the transmission coefficient (ܶሺܧሻ) [193]. 

ሻࡱሺࢀ  ൌ  ൅ሻ  2.30ࡳࡰࢣࡳࡿࢣሺࢋࢉࢇ࢘ࢀ

where ߁ௌ and ߁஽ are the broadening functions of the source and drain respectively. Finally, 

this transmission coefficient in conjunction with the source and drain Fermi functions ( ௌ݂ 

and ݂ ௌ) are used to find the electrical current passing through the system (see equation 2.31)  

ࡵ  ൌ
૝ࢋ
ࢎ

න ሻࡱሺࡿࢌሻሾࡱሺࢀ െ ࡰࢌ ሺࡱሻሿ2.31 ࡱࢊ 

 

2.7.5 Studies on CNTs using DFT 

As previously described, DFT presents itself as a suitable model for carbon 

nanotubes due to SWCNTs abilities to act as quantum wires. Thanks to this feature, many 

studies have been performed on them using DFT [174–177]. Louis et al. [175] were able 

to use DFT to confirm that the structure of a SWCNT is linked to its mechanical properties. 

The calculated band structure of a (14,0) SWCNT showed a small band gap, meaning that 

it acts like a semiconductor. Conversely, the band gap of a (8,8) SWCNT was zero which 

points to its metallic nature. These calculated band structures are presented in Figure 2-45. 
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Figure 2-45:   Density of states calculated by DFT for A) (14,0) and B) (8,8) 

SWCNTs with the Fermi level centered in the band gap between the valence and the 

conduction bands. The band gap in A) signals that a (14,0) SWCNT acts as a 

semiconductor while a lack of band gap in B) indicates that a (8,8) SWCNT acts as a 

metal [175]. 

 

A) 

B) 
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A study performed by Salehi and Gharbavi resulted in a similar confirmation of the 

electronic properties being dictated by the SWCNT structure by showing the calculated 

density of states for a (7,7) structure, which resulted in a zero band gap [176]. Other tube 

geometries studied include (6,0) , (7,0), (6,2), and (6,3) [177]. 

 DFT has also been used to model the adsorption of titanium onto a SWCNT using 

the Vienna Ab initio Simulation Package (VASP) [175]. Here, the average electron density 

near the Fermi level was used instead of the actual Fermi level in order to take van Hove 

singularities into consideration.  The distance between the titanium and the (14,0) zigzag 

tube was set at 2.14 Å and the distance for the (8,8) nanotube was set at 2.24  Å. Using this 

setup, it was shown that the titatnium affected the band structure of the tube. The (14,0) 

SWCNT band structure initially contained a small band gap, but the addition of the titanium 

reduced this gap to zero. Thus, the (14,0) SWCNT adopted metallic characteristics. 

Conversly, the electrical properties of the (8,8) SWCNT became like those shown by a 

semiconductor. Thus, it has been displayed that DFT can model the effect of charge transfer 

between adsorbed molecules and a CNT. 

2.7.6 Studies on CNTs using DFTB 

DFTB has been used to investigate the affect of the CNT/contact interaction, defects, 

and effects of adsorbed molecules on the electical properties of CNTs [178]. Here, three 

contact  materials, gold, platinum, and palladium, were considered. One of the findings 

was that the bond between platinum and CNT exhibits the highest binding energy of all 

three contacts. Another finding was that platinum and palladium can form actual covalent 

bonds with the CNT that can affect their electronic properties. Studying physisorbed and 

chemisorbed atoms on the CNTs, revealed that while chemisorbed atoms affect the 
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transmission probability, and therefore their electron conduction properties, physisorbed 

atoms have no effect on the electronic properties [178]. A study by Fan et al. [179]  used 

DFTB to focus on the physisorption of 1-pyrenebutanoic acid, succinimidyl ester (PSE), 

and showed that the pyrene ring of the PSE ineracts with the CNT through a π-π stacking 

bond. The various sites of adsorption considered by Fan et al. are visualized in Figure 2-46. 

As seen in Figure 2-46, PSE adsorbs and is locked in place through a π-π stacking. As in 

the work performed by Maiti et al. [178], it was found that this form of binding does not 

affect the density of states or the electrical transmission properties of the tube [179]. 

 

 

Figure 2-46:   Modeling of the adsorption sites of 1-pyrenebutanoic acid, 

succinimidyl ester (PSE) on a SWCNT: a) along the tube axis, b) 30° to axis in a 

bridge orientation, c) 30° to axis in a stack orientation, d) 30° to axis in a hollow 

orientation, e) side view of PSE in relation to the CNT [179]. 
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Chapter 3 . Experimental Methodology 

This chapter presents the methods utilized to identify peptides targeting PETNH 

using a phage display technology. Enzyme-linked immunosorbent assays and biopanning 

methods for selecting peptides tailored with affinity towards PETNH are also here 

presented. Included in this chapter are the methods for sequencing the phage containing 

the peptide genetic information and the data analysis using Gene Studio. The methodology 

incorporating peptides onto CNTs to create functionalized nanotubes for sensing 

applications is also here described. Finally, protocols for the biotinylation of peptides, 

testing of peptide selectivity to PETNH, and testing of the PETNH in liquid state using a 

peptide/SWCNT system are also presented. 

3.1 Enzyme-Linked Immunosorbent Assay 

The specificity that a phage shows towards an analyte may be determined by the 

ELISA technique. The initial requirement of this technique is the immobilization of a target 

molecule onto the wells of a microtiter plate [1].Typically, the targets that are immobilized 

on the plate for the ELISA technique are biomolecules such as peptides, proteins, or 

antibodies because they will passively absorb to well surfaces. However, in this project the 

immobilization of PETN was rather unique since it was not a biomolecule. Additionally, 

PETN is a relatively small molecule with only ܱܰଶ groups in its terminal sites (see Figure 

3-1 A).  
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Figure 3-1: Schematic representation of the chemical structures investigated in this 

work. A) PETN and B) PETNH (surrogate) 

 

Since PETN was not a biomolecule, passive absorption into the microwells was not 

a viable option. Therefore, pentaerythritol trinitratehemisuccinate (PETNH), which 

contains a carboxyl (COOH) group was used instead as a surrogate of PETN (see Figure 

3-1 B)  [2]. The presence of a COOH group in the structure allows for covalent attachment 

of the surrogate to amine functionalized microtiter plates using carbodiimide chemistry [3].  

The use of surrogates for immobilization purposes has been previously used in phage 

display for binding 2,4,6-trinitrobenzene (TNB) to bovine serum albumin (BSA), as well 

as in the discovery of antibodies for targeting anthrax [4,5]. The use of surrogates is a 

widely known procedure for investigating the detection of explosives, deadly pathogens, 

chemical weapons, and bioterrorist agents [6–9]. This is due to their similar size and 

chemical nature as their original counterpart as wells as their safer profile and easiness of 

chemical modification, binding, and acquisition. Hesse et al. [10] have used PETNH as a 

surrogate of PETN when developing antibodies that were specific for PETN. The PETN 

surrogate used in this work was purchased from SynChem Inc. (Elk Grove Village, US).  

Immobilization of PETNH on PureCoat Amine Surface microwell plates 

(Purchased from Becton Dickinson Biosciences) was carried out using a 1-Ethyl-3-(3 

A) B) 
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dimethylaminopropyl) carbodiimide (EDC) crosslinker approach [3]. This immobilization 

was performed in wells labeled test, negative control and blank. Simultaneously, positive 

control wells were coated with 210ݔଵଵ pfu/ml of M13KE Ph. D.-7 phage library (from 

New England BioLabs) in a 50 mM sodium carbonate buffer, pH 9.6. Additionally, pre-

absorption wells were coated with a dry milk buffer made of 5% dry skim milk in TBS. 

The pre-absorption wells were used as a prescreening process in order to remove the phage 

that bind to the wells or to dry milk block, while simultaneously retaining those phage that 

can have selectivity to the explosive.  Subsequently, all the wells were incubated for an 

hour at room temperature, and once the incubation was completed, all wells were washed 

with phosphate-buffered saline (PBS) solution six times and blocked with dry milk buffer. 

After an one hour incubation with the block, the pre-absorption wells were aspirated to 

remove excess block and then coated with of Ph.D.-7 phage library. An additional 

incubation step was performed for 45 minutes at room temperature to allow for the removal 

of the nonspecific phage (binding to block) in the pre-absorption wells while all of the 

remaining wells were aspirated and incubated with 20 μl of 5 % non-fat dry milk (NFDM) 

block.   

Thereafter, all the blocked wells were aspirated, and the phage from the pre-

adsorption wells were added to both the test and negative control wells. TBS was added to 

the positive control and blank wells, whilst M13KE (phage without displayed 

peptide), 210ݔଵଵ pfu/ml, was added to the negative control wells.  Following incubation 

for 2 hours at room temperature, all wells were washed six times with PBS. To all wells, 

horseradish peroxidase (HRP) conjugated anti-M13 monoclonal antibody in 0.1 % Casein 

/(tris-buffered saline) TBS buffer was added, and the wells were then incubated overnight 
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at 4°C. The HRP/Anti-M13 solution was aspirated and all wells were washed six times 

with PBS, followed by the addition of 100 μl tetramethylbenzidine (TMB) substrate. After 

blue color in the positive well was visible, the reaction was stopped in all wells by the 

addition of 50 μl of 2N sulfuric acid. The absorbance of each well was then read at 450 

nm. Table 1 details the ELISA procedure performed on each well. A visual schematic of 

the ELISA procedure in the test wells can also be seen in Figure 3-2. 

 

Table 3.1 : ELISA summary for the M13 Library used in this work 

Order of the addition to the wells 
Name Target Block Phage Antibody Substrate Stop 

Test PENTH 
Dry 
Milk 

M13 
from 
Pre. 
Abs. 

Anti-M13 TMB ܪଶܵ ସܱ 

Blank PETNH 
Dry 
Milk 

x Anti-M13 TMB ܪଶܵ ସܱ 

Positive 
M13 

Library 
Dry 
Milk 

x Anti-M13 TMB ܪଶܵ ସܱ 

Negative 
control 

x 
Dry 
Milk 

M13 
from 
Pre. 
Abs. 

Anti-M13 TMB ܪଶܵ ସܱ 
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Figure 3-2: Schematic of the binding process in the test wells for the ELISA. The 

PETNH is immobilized, the free surface of the wells is blocked, then phage with 

specificity to the PETNH interacts and binds to the PETNH.  Antibodies specific for 

M13 phage and labeled with horseradish peroxidase (HRP) are added and allowed 

to bind to the phage. Finally, TMB substrate is incorporated, which interacts with 

HRP to form a blue color for visible detection. 

 

3.2 Biopanning 

After determining if the M13KE Ph. D.-7 library contained phage selective to 

PETNH via ELISA, a biopanning protocol was subsequently performed. Biopanning is a 

procedure that is used for isolating highly selective phage towards the analyte of interest. 

Here, the biopanning consisted of immobilizing the analyte (in this case PETNH) into six 

different wells, using an EDC chemistry described in the ELISA section [3] (see section 

3.1). Additionally, pre-adsorption wells were included by adding milk block in two 

separate wells. All the wells were then allowed to incubate overnight at 4 ºC. After 24 
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hours, the six wells containing the target were aspirated and washed six times with PBS. 

Of the initial six wells containing the immobilized analyte, dry milk buffer was added to 

the first four, while bovine serum albumin (BSA) buffer was added to the remaining two 

wells. The first two wells with the dry milk buffer were used for the panning round 1, while 

the two containing the BSA block were used for the panning round 2 wells, and the last 

two wells with the dry milk block for the panning round 3 wells.  The pre-absorption wells 

were also aspirated, washed, and then the M13Ph.D.-7 library was added and allowed to 

incubate for 2 hours on a plate rocker at room temperature. The purpose of incorporating 

the pre-adsorption wells was to remove the majority of the phage that bound 

nonspecifically to the wells or to the block. 

 After incubation, the dry milk buffer was removed from the panning round 1 wells, 

then these wells were washed, and the unbound phage from the pre-adsorption wells was 

added. The wells were incubated for 2 hours at room temperature. Subsequently, the 

unbound phage from the panning round 1 wells were removed, the wells were washed, and 

the bound phage in panning round 1 wells were eluted via incubation with a solution 

consisting of 500 mM KCl and 10 mM HCl, pH2, and rocked at room temperature for 5 

minutes. Simultaneously, the excess of BSA from the panning round 2 wells was removed 

and the wells were washed. The eluates from panning round 1 wells were neutralized with 

25 μl of 20M Tris-HCL (pH 8) and 10 μL of each eluate was stored for further titering, 

while the rest was transferred to the wells blocked with BSA.  Again, the wells from 

panning 2 were incubated for 2 hours on a rocker, followed by elution and neutralization 

of the eluate as described in the steps of the previous panning round. Amplification of the 



 

130 
 

phage between panning rounds was not performed, as previous data has shown that 

nonspecific phage titers increase with amplification between panning rounds.  

On the other hand, the eluates from panning round 2 were transferred to the panning 

round 3 wells, and incubation was carried out for the completion of the third round of 

panning. The eluate from the third panning was neutralized, and then stored in 50% sterile 

glycerol at -20 oC.  The general schematic for the biopanning procedure is shown in Figure 

3-3.  

 

Figure 3-3: Schematic of the biopanning process. The biopanning scheme begins 

with the preadsorption of the M13 library to an initial block (non-fat dry milk) for 

removal of non-specific phage. The non-bound phage from this block (1) are 

transferred to wells with immobilized target. Phage with affinity to the analyte, bind 

to the target with varying levels of specificity while the phage that did not bind to 

the target are removed in subsequent steps (3 and 4). Finally, the phage bound to 

the target are eluted and used for the next round of selection (5 and 6). 
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3.3 Titering Stage 

Following the panning procedure, the eluates were titered. Titers were performed on 

the different eluates from the various panning rounds. The purpose of the tittering process 

was to quantify the concentration of the phage in solution. The titer protocol here used, was 

adapted from a phage display library instruction manual provided by New England 

BioLabs [11]. Initially, E. coli was grown for 12 hours (overnight) before the titer 

procedure. This was carried out by inoculating E. coli ER2738 into 20 ml LB (lysogeny 

broth) containing 20 μl of 12.5 mg/ml tetracycline. Twelve hours later, a pre setup for the 

titer was also carried out by melting top agar in a microwave and dispensing 3 ml into 

sterile culture tubes. To each of these tubes, 40 μl of 2% X-gal (5-bromo-4-chloro-3-

indolyl-β-D-galactopyranoside) and 40 μl of 2% IPTG (Isopropyl β-D-1-

thiogalactopyranoside) were added, and the tubes were maintained at 45 °C until use.  

Following the preparation of the agar, three 1:100 serial dilutions of the phage in 

PBS were prepared. Here, the dilutions were 102, 104, and 106. To prevent contamination, 

fresh aerosol resistant tips were used for each dilution. Once the serial dilutions were 

completed, 200 μl of the prepared ER2738 culture was placed into sterile microfuge tubes, 

one for each phage dilution. Subsequently, 10 μl of each phage dilutions were added to 

each microfuge tube containing the 12 hour ER2738 culture so the infection of the E. coli 

could take place. As soon as the phage dilution was added, the tube was vortexed quickly 

and incubated for 1-5 minutes at room temperature. It is important to note that the 

incubation should not exceed 5 minutes. Here, the infection of the E. coli is carried out 

with the purpose of transferring the genetic information encoded within the peptide 

sequence to the E. coli. 
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After the incubation was completed, the infected E. coli in the microfuge tubes were 

transferred to the culture tubes containing the top agar, 40 μl 2% X-gal, and 40 μl 2% IPTG. 

This mixture was then vortexed briefly (5 seconds) and immediately poured onto pre-

warmed LB tetracycline plates (LB tetracycline plates were pre-warmed at 37 °C at least 

one hour before use). The liquid was then quickly spread evenly by titling the plate. Once 

evenly distributed, the plate was allowed to cool for 5 minutes. After this, the plates were 

inverted and incubated overnight at 37°C. Following 12 hours of incubation, plaques 

formed on the plate. These plaques were counted and then converted to plaque forming 

units (pfu) per ml. This conversion is performed by multiplying the number of plaques by 

the dilution factor. 

3.4 Amplification and Polyethylene Glycol (PEG) Purification 

Amplification is a technique that uses host bacteria cells to multiply the number of 

phage in solution, and it was used to increase the number of specific phage for the ELISAs 

and the sequencing process. In this work, amplified plaques were synthesized from the 

samples obtained from the third round of panning. This final round of panning yielded the 

phage with the highest specificity towards the analyte (PETNH). The lab protocol for 

amplification and PEG purification was again adopted from the New England BioLabs 

manual [11]. A basic amplification schematic is shown in Figure 3-4. 
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Figure 3-4: Basic amplification schematic showing attachment of the phage to the E. 

coli (step 1), infection of the E. coli via insertion of the genetic material (step 2), 

replication of the phage (step 3), and lysing and release of the phage (step 4). 

 

Preparation for this protocol began by swirling ER2738 into a LB-tetracycline broth 

made with 20 ml of LB broth and 20 μl of tetracycline and incubating for 12 hours. 

Following the incubation step, the culture was diluted 1:100 in 20 ml of LB-tetracycline. 

This dilution was then dispensed into culture tubes, one tube for each plaque to be 

amplified. Subsequently, a sterile glass pipette was used to stab and extract the blue plaques 

from the tittering plate and transfer it into the culture tubes. The plaques were then 

incubated in the tubes for 4.5-5 hours at 37 °C. 

Once the incubation was completed, the cultures were transferred to microfuge 

tubes and centrifuged at 16,000 x g for 30 seconds. This formed a pellet of phage infected 

bacteria in the bottom that was discarded while the supernatant was transferred to a new 

microfuge tube. The supernatant was then spun again at 16,000 x g for 30 seconds. From 

1 2 

4 3 
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the second centrifugation, only the top 80 % was removed.  This top 80 % (16 ml) 

constituted the amplified phage stock. To allow for long term storage (up to several years) 

500 μl of the amplified phage was diluted 1:1 in sterile glycerol. Simultaneously, the 

remaining 15.5 ml of amplified stock was saved for a subsequent PEG purification step. 

 PEG purification is a biological procedure that is performed with the purpose of 

removing contaminants in the system. Here, 4 ml of a 2.5 M NaCl/20 % PEG-8000 (w/v) 

solution was added to the 15.5 ml of amplified stock in order to precipitate the phage.  The 

precipitation was carried out for about 12 hours at 4 oC, but it can also be performed for 1 

hour on ice if needed. After the precipitation stage, the precipitated phage were pelleted by 

centrifugation at 12,000 x g at 4 °C for 15 min. The supernatant was then removed and the 

pellet was resuspended in 1 ml of tris-buffered saline (TBS).  The resuspended pellet was 

then transferred to an Eppendorf tube where 200 μl of a 2.5 M NaCl/20 % PEG-8000 (w/v) 

solution was subsequently added. Incubation of this mixture was carried out for 60 minutes 

on ice. After incubation, the solution was spun on a benchtop centrifuge at 16,000 x g for 

10 minutes and the supernatant then removed. If the pellet broke up before all supernatant 

was removed, the tube was spun again and the remaining supernatant was removed. The 

pellet was finally resuspended in 400 μl of 50:50 TBS/glycerol. To ascertain the 

concentration of phage in solution after the amplification and the PEG purification steps, 

titers were performed, as previously described (see section 3.3).  

3.5 Sequencing 

Sequencing determines the nucleic acid composition of the peptide expressed by the 

phage. It was performed on each of the PEG purified plaques. The preparation of phage for 
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sequencing was performed using the Wizard® Plus SV Minipreps DNA Purification 

System [12].  The sequencing reactions used primers 96 gIII and 28 gIII, purchased from 

New England BioLabs.  

3.5.1 Replicate Form (RF) M13 Isolation 

In order to sequence the peptides displayed by the phage, the replicate form (RF) 

of the M13 DNA was here isolated. Initially, a culture of ER2738 in 2 ml of LB was 

prepared [12]. Twelve hours later, 50 ml of terrific broth was inoculated with 500 μl of the 

ER2738 culture for each PEG purified phage clone. Then 50 μl of each PEG purified phage 

was added to each ER2738 bacteria culture so the E. coli infection could take place. This 

step proceeded for 5-6 hours at 37 ºC under shaking. In the infection process, the phage 

infect the E. coli with their genetic material which contains the information describing the 

peptide sequence which the phage expresses.  Once the infection was completed, the 

solutions were centrifuged for 10 minutes at 10,000 x g. The supernatants were removed 

and the pellet was frozen for 12 hours at -20 ºC. 

After storage at -20 ºC, the frozen pellets were vortexed in 250 μl of cell 

resuspension solution [50mM Tris-HCL (pH 7.5), 10mM EDTA and 100μg/ml RNase A]. 

Once the pellets were well suspended, 250 μl of cell lysis solution [250 μl; 0.2M NaOH 

and 1% sodium dodecyl sulfate (SDS)] was added to each tube, which was subsequently 

inverted 4 times to mix. Then 10 μl of alkaline protease solution (isolated from the 

bacterium Bacillus licheniformis [13]) was added to each tube, and they were mixed again 

4 times by inversion followed by an incubation step for 5 minutes at room temperature. 

After incubation, 350 μl of a neutralization solution (350 μl of a mixture based on 4.09M 

guanidine hydrochloride, 0.759M potassium acetate, 2.12M glacial acetic acid) was added 
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to each tube, which was again mixed by inversion 4 times. This process results in lysis the 

cells containing the DNA encoded with the peptide information. 

The next step was to isolate the RF phage DNA from the rest of the material in the 

lysed cells. This was carried out using silica based spin columns provided in the 

Wizard® Plus SV Minipreps DNA Purification System. Those columns were inserted into 

a collection tube and then the supernatant from each lysing step was transferred to them. 

The system was then centrifuged at 14,000 x g for 1 minute at room temperature and the 

flow passed through them was discarded. At this point, the DNA was bound to the columns.  

The next step was to wash the DNA by adding 750 μl of a wash solution [20 ml 

mixture of 162.8mM potassium acetate, 22.6mM Tris-HCl (pH 7.5), and 0.109mM 

Ethylenediaminetetraacetic acid (EDTA, pH 8.0) diluted with 35ml of 95% ethanol] to the 

column and centrifuging again for 1 minute. This step was repeated again using 250 μl of 

the wash solutions, and centrifuged until no wash solution was present. After the washing 

steps, the spin columns were transferred to a new sterile microcentrifuge tube. Once in the 

new tube, 100 μl of nuclease free water was added and the tube was spun at 14,000 xg for 

1 minute at room temperature. This process removed the DNA from the column and 

transferred it to solution. The obtained solution was then stored at -20 ºC. 

3.5.2 Gel Electrophoresis 

Gel electrophoresis is used to help determine the molecular weight of DNA. To perform 

the gel electrophoresis protocol on the isolated DNA, agarose (1%) in Tris-phosphate 

EDTA buffer (TPE) [0.08M with 0.002M EDTA] was heated to 50°C. Then hot agar was 

poured into the mold and a comb was clamped at the top of the mold to form wells. The 

gel was allowed to set at room temperature for about 45 minutes and then the well forming 
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bar was removed. Next, TPE was added to the tank to bring the level of liquid to 1 mm 

above the gel. In the first well, the DNA ladder was added (lane 1 of Figure 3-5). The 

isolated DNA samples were then mixed with loading buffer/dye (EZ-vision ® 3 dye) in 5:1 

volume ratio, and subsequently injected into the individual wells. The gel was run for 2 

hours at 60 V and the DNA bands were viewed using UV light. A schematic for the gel 

electrophoresis experimental setup is shown in Figure 3-5. 

 

 

 
Figure 3-5: Top (A) and side (B) schematic views of the basic gel electrophoresis 

setup showing the placement of the electrodes, sample wells, and gel (green) 

immersed in TPE (blue) 
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3.5.3 DNA Sequencing 

The DNA sequencing was performed at the Molecular Biology Analytical Core 

Laboratory at Youngstown State University, using the GenomeLab™ Dye Terminator 

Cycle Sequencing (DTCS) with the Quick Start kit. Initially, a NanoDrop 

spectrophotometer from Thermo Scientific was used to analyze the concentration of DNA 

in solution. Using those results, 260 ng of DNA from each amplified/purified phage was 

brought up to 10 μl using sterile water. Here, 2 solutions per DNA sample were prepared 

for each sequencing primer used (28 gIII and 96 gIII). Next, 2 μl of 1pmol/ μl of primer 96 

gIII was added to one tube, while the same amount of primer 28 gIII was added to the other. 

Primers are used as a starting point for the DNA replication where one primer is considered 

the forward primer and the other is considered the reverse primer. The two primers replicate 

the DNA in opposite directions and the produced DNA copies are read and compared to 

create a consensus. Subsequently, 8.0μl of DTCS Quick Start Master Mix was added to 

both tubes and mixed thoroughly. Following the addition and mixing of the primers, the 

tubes were placed in a thermal cycling machine for 30 cycles where each cycle consisted 

of 20 seconds at 96°C, 20 seconds at 50 °C, and 4 minutes at 60°C. Once the thermal cycles 

were completed, 5μl of stop solution (Sodium Acetate 2μl of 1.2 mM, pH 5.2, 2 μl of 40 

mM Naଶ െ EDTA, pH 8.0, and 1 μl of 4 mg/ml of glycogen) was added to each tube and 

mixed thoroughly. Once mixed, the sequencing reactions were removed and added to 60 

μl of 95 % cold ethanol in water, mixed, and subsequently centrifuged at 16,000 x g for 15 

minutes at 4 °C. After centrifugation, the supernatants were removed and stored. Then the 

pellets were washed 2 times with 70 % ethanol in water and centrifuged at 16,000 x g and 

4 °C for 2 minutes to reform the pellet. The supernatants from each wash were stored by 
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adding them to the previously stored supernatant before the wash. After the second wash 

step, the collected supernatants were transferred to new microcentrifuge tubes and vacuum 

dried for 10 minutes using the CentriVapDNA. Once dried, the pellets formed from the 

CentriVapDNA were suspended in 40 μL of sample loading solution (GenomeLab™ Dye 

Terminator). These solutions were then added to the sequencer (Beckman Coulter CEQ™ 

2000XL DNA Analysis System) for their analysis. The output of the results were presented 

in a DNA Sequence Chromatogram (SCF) format. To analyze the SCF format results, a 

program called Gene Studio was here used. The Beckman Coulter CEQ™ 2000XL DNA 

Analysis System is shown in Figure 3-6. 

 

Figure 3-6: The Beckman Coulter CEQ™ 2000XL DNA Analysis System used for 

the sequencing of purified DNA from the isolated phage in the biopanning process. 
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3.5.1 Gene Studio 

The files associated to the DNA reading initiated by the 96 gIII and 28 gIII primers 

were analyzed in the Gene Studio software. It is important to analyze only the files 

associated with one peptide at a time in order to avoid poor alignment of the sequences. 

The program then aligned the sequences to each other and then output a contig file that 

results from the consensus of the alignment. This consensus is then used to find the inserted 

peptide nucleotide sequence by finding the flanking Kpn 1 and Eag 1 sites which are the 

markers for the beginning and end of the inserted phage DNA. An example of the 

performed analysis using the Gene Studio program is presented in Figure 3-7. 

 

 

 

 

Figure 3-7: Alignment of the nucleic acid sequences initiated by the 96 gIII 

and 28 gIII primers using the Gene Studio software with the consensus, KpnI sites, 

and EagI sites labeled. 
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As shown in Figure 3-7, the nucleotide sequence readings as initiated by the 96 gIII 

and 28 gIII primers are imported into Gene Studio. The program then aligns the two 

sequences to create a consensus of the two sequences. Once aligned, the nucleotide 

sequence of the analyzed DNA can be found between the EagI and KpnI sites. This is 

because once the DNA is copied by initiation via the primers, it is inserted into the M13 

genome for reading at this location between the EagI and KpnI sites. Insertion of DNA into 

a specific location of the genome allows the user to pinpoint the location of the analyzed 

DNA sequence and isolate it as it can be seen in Figure 3-7 between count 89 and 120.  

 Using this technique, sequences of 30 nucleotides in length were obtained. This is 

expected, as the phage library used in this research contains phage expressing 7-mer 

peptides with 3 glycines as the linker sequence where each mer is comprised of three 

nucleotides.  Using the ExPASy web translation tool, the nucleotide sequences were 

translated into peptide sequences. The reading frame elected was that which contained the 

3 glycine residue marker. 

3.6 Peptide Biotinylation 

Biotinylation of peptides was used in this research to track the binding of the 

peptides to SWCNTs. This method utilized carbodiimide chemistry to attach the biotin to 

the peptides (see section 2.3.4) [14]. Initially, a fresh solution of 100 mg/ml 1-Ethyl-3-(3-

dimethylaminopropyl) (EDC) in 0.1 M N-morpholinothene sulfonic acid (MES) was 

prepared. Subsequently, 25 μl biotin-PEG4-hydrazide (50 mM) and 1000 μl of an 

identified peptide solution (0.5 mg/ml) was mixed in a microcentrifuge tube. After a 
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thorough mixing step, 1.25 μl of the 100 mg/ml EDC solution was added, mixed, and 

allowed to rock overnight (12 hours). 

Subsequently, the biotinylated peptide was separated from the other components 

using Pierce™ Graphite Spin Columns [15]. For the separation process the spin columns 

were initially prepared. Here, the caps were removed from the columns, and the columns 

were placed into collection tubes. Two columns were prepared for each biotinylated 

peptide solution due to saturation limits. To each collection tube, 100 μl of 1M ܰܪସܱܪ 

was added and the tube was centrifuged at 2000 x g for 1 minute. The initial flow passing 

through the tubes was discarded and the step was repeated. The graphite in the column was 

activated by the addition of 100 μl of acetonitrile. The column was then centrifuged at 2000 

x g for 1 minute, and the flow-through was discarded. To complete the column preparation, 

100 μl of 1% trifluoroacetic acid (TFA) was added to each column, the columns were 

centrifuged at 2000 x g for 1 minute, and the flow-through was discarded. This last step 

was repeated one more time. 

Following the column preparation, the unpurified biotinylated peptide sample which 

contains biotinylated peptide and free biotin was diluted 1:1 in 2.5 % trifluoroacetic acid 

(TFA). The diluted biotinylated peptide sample (500 ul) was injected into the top of the 

column, which was placed in a fresh collection tube. The biotinylated peptide was then 

allowed to bind to the graphite for 10 minutes with periodic vortexing for a few seconds. 

When the reaction time was complete, the column was centrifuged at 1000 x g for 3 

minutes. Subsequently, another 500 μl of the diluted biotinylated peptide sample was again 

injected, mixed, and centrifuged. Once the binding was complete, the column was washed 

with 200 μl of 1.0 % TFA, followed by centrifugation at 2000 x g for 1 minute. This 
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washing procedure was repeated once. After washing, the sample was eluted by placing 

the column in a new collection tube, and adding 100 μl of 0.1 % formic acid in 50:50 

acetonitrile/water, and centrifuging at 2000 x g for 1 minute. This step was repeated 3 more 

times, thus forming 800 μl of biotinylated peptide (400 μl from each tube). The sample 

was gently dried in a vacuum evaporator and resuspended in MES buffer for storage and 

testing. 

3.7 Biotin Incorporation Assay 

A biotin incorporation assay was used to determine the concentration of the 

biotinylated substance in solution. This procedure was used to determine how much peptide 

was effectively biotinylated. Initially, the spectrophotometer was blanked using 1 ml of 

deionized water at 500 nm. After the blanking was complete, the absorbance of 900 μl of 

a 4’-hydroxyazobenzene-2-carboxylic acid (HABA)/avidin solution was measured. Here, 

5 ml of a HABA/avidin solution was prepared by mixing 150 μl of 2.42 mg/ml HABA in 

water, 250 μl of 10 mg/ml avidin in water, and 4.6 ml of 1 x phosphate buffered saline 

(PBS) solution. After measuring the absorbance of the HABA/avidin complex, 100 μl of 

0.1 M MES was added, and the solution was mixed thoroughly. The absorbance of the 

newly mixed solution was measured at 500 nm. It is important to note that the absorbance 

was recorded only when it was steady for 5 minutes. This measurement acted as a blank 

where the absorbance change due to the addition of MES was shown to not be caused by a 

HABA/biotin interaction, but was instead caused by the dilution effect.  

To measure the absorbance change due to the biotin content, the cuvette was washed, 

900 μl of the HABA/avidin solution was added, and the absorbance was measured. The 
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biotinylated peptide solution was then added (100ul) and mixed thoroughly. The 

absorbance of this solution was taken and recorded when the absorbance was steady. If the 

new absorbance value of the mixed solution was less than 0.15, the test had to be repeated 

with a diluted biotinylated sample. It is important to note that this procedure can be used 

with any biotinylated constituent. A schematic of the process is shown in Figure 3-8. 

 

 

Figure 3-8: Basic biotin incorporation assay schematic showing the different 

solutions whose absorbances were measured at 500 nm and how the relative colors 

are changed with the addition of different samples. H\A is the absorbance of the 

HABA/avidin complex, and H\A\MES Blank is the absorbance of the 

HABA/avidin/MES blanking mixture, and H\A\B sample is the absorbance of the 

HABA/avidin/biotinylated sample mixture. 

To calculate the concentration of biotinylated peptide, the Beer Lambert Law 

(Beer’s Law) was employed. Beer’s law is presented in equation 3.1.  

+ Biotinylated 
Sample 

H\A\B sample H\A 2 

H\A 1 H\A\MES Blank 

+ MES 
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૞૙૙࡭∆  ൌ  3.1 ࣅɛ࢈࡯

In equation 3.1, ∆Aହ଴଴ is the change in the absorbance of the sample at 500 nm wavelength, 

ԑ is the extinction coefficient of the wavelength ( 34,000 M-1 cm -1 for HABA/avidin 

solutions), b is the cell path (1.0 cm for the cuvette), and C is the concentration of the 

sample (mol/L). To calculate the change in absorbance (∆ܣହ଴଴) for the sample including 

dilution effects, equation 3.2 was employed.  

 ∆A500 = ((H\A 2) - (H\A\B sample))- ((H\A 1) - (H\A\MES Blank)) 3.2 

In equation 3.2, H\A is the absorbance of the HABA/avidin complex, H\A\MES Blank is 

the absorbance of the HABA/avidin/MES blanking mixture, and H\A\B sample is the 

absorbance of the HABA/avidin/biotinylated sample mixture. Thus, by using equations 3.1 

and 3.2 , the concentrations of the biotinylated solutions were calculated.  

3.8 Competitive Peptide ELISA 

Peptide ELISA is a procedure that is used to determine the selectivity of a peptide 

to an analyte. In this work, the PETN selectivity of the identified phage in the biopanning 

process was performed using PureCoat Amine Surface microwell plates (purchased from 

Becton Dickinson Biosciences). In this protocol, test wells, streptavidin blank wells and 

competition wells were coated with 100ul of a 10 g/ml of PETNH solution containing 10x 

molar excess amount of EDC. All conditions were tested in triplicate. PETNH, TNT, 

Nitrobenzene, Sodium Nitrate, and Pentaerythritol were tested to investigate the selectivity 

of the peptides to PETNH. A positive control well was also included, and coated with 100μl 
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of 2x1011 pfu/ml phage in Na2CO3. Additionally, blocking buffer (5 % nonfat dry milk in 

PBS) was added to wells that did not receive the PETNH and were labeled as negative 

wells. All wells were incubated for 2 hours at room temperature. 

The wells were aspirated and washed once with PBS wash buffer. Blocking buffer 

(200 ul) was added to each well and incubated again for an hour at room temperature. 

During the incubation, competition solutions were prepared consisting of 10 g/mL of 

biotinylated peptide and 1 g/mL of competition substance. Each competition solution was 

mixed thoroughly and incubated for 45 minutes at room temperature. Here, incubation of 

the blocking buffer ended simultaneously with the incubation of the competition solutions. 

At the completion of the incubation step, the blocking buffer in each well was aspirated 

and all wells were washed 3 times with wash buffer. To the test wells and negative wells, 

100 l of 10 g/mL biotinylated peptide was added. The blank and positive control wells 

received the PBS solution. To each set of competition wells 100 l of the corresponding 

competition mixture was added. For instance, to the TNT competition wells a 100 μL pre-

reacted solution of 10 g/mL biotinylated peptide and 1 g/mL TNT in PBS was added. 

Subsequently, all wells were incubated for 2 hours at room temperature.  

After the incubation period, the wells were aspirated and washed 6 times with PBS. 

A 1:5000 dilution of HRP/anti-M13 monoclonal antibody peroxidase conjugate was added 

to the positive control well. Simultaneously, 100 μl of a 1:10,000 dilution of HRP-

Streptavidin (SA) in sample buffer was added to all remaining wells and incubated for 2 

hours at room temperature. The wells were washed three times with wash buffer and 100 

μl of TMB substrate solution was added to every well. After blue color in the positive well 

was visible, the reaction in all wells was stopped by the addition of 50 μl of 2N sulfuric 
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acid. The absorbance of each well was then read at 450 nm, and the degree of selectivity 

was then evaluated. Table 3.2 details the competitive peptide ELISA procedure performed 

on each well. 

 

Table 3.2 : Competitive Peptide ELISA summary for the peptides discovered in the 

biopanning process. 

Order of the addition to the wells 

Name Target Block Peptide 
HPR Labeled 
Constituent Substrate Stop 

Test PENTH 
Dry 
Milk 

Biotinylated 
Peptide 

Streptavidin TMB ܪଶܵ ସܱ 

Competition PETNH 
Dry 
Milk 

Biotinylated 
Peptide + 

Competition 
Substance 

Streptavidin TMB ܪଶܵ ସܱ 

SA Blank PETNH 
Dry 
Milk 

x Streptavidin TMB ܪଶܵ ସܱ 

Positive 
M13 

Library 
Dry 
Milk 

x Anti-M13 TMB ܪଶܵ ସܱ 

Negative 
control 

x 
Dry 
Milk 

Biotinylated 
Peptide 

Streptavidin TMB ܪଶܵ ସܱ 

 

3.9 Bio-functionalization of SWCNTs with Peptide 

Attaching peptides to SWCNTs followed a similar approach to the protocol used on 

the biotinylate peptides (see section 3.6). Initially, a fresh 100 mg/ml solution of EDC in 

MES and 1 ml of a 10 mg/ml solution of surface carboxylated single wall carbon nanotubes 

from NanoLabs was prepared. Then two different vials for each peptide to be attached to 

the SWCNTs were prepared. In one vial, 1 ml of a biotinylated peptide solution was placed, 

and in the other vial 1 ml of peptide solution (non-biotinylated) was incorporated. Here the 
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biotinylated peptide was run in parallel to the non-biotinylated peptide in order to calculate 

the amount of peptide that is actually attached to the SWCNTs under the same conditions. 

To each of these vials, 2 μl of the 100 mg/ml EDC solution was added and mixed. After 

thoroughly mixing each vial, 100 μl of the carboxylated SWCNT solution was added, the 

vials were vortexed, and then allowed to rock for 10 minutes. This step was repeated 4 

more times to result in the total addition of 500 μl of carboxylated SWCNT solution. This 

successive addition of reactants resulted in the amine groups present in the peptides being 

always in excess and available for attachment. After the last addition of the carboxylated 

SWCNT solution, the vials were rocked for 12 hours at room temperature on a test tube 

rocker. 

After rocking for 12 hours, the reaction solutions were centrifuged for 10 minutes at 

3,000 rpm and 25 °C to pellet the bio-functionalized SWCNTs. The supernatants were 

removed and the supernatant from the vial containing the biotinylated peptide was kept. 

This supernatant contained the unbound biotinylated peptide. To ensure that all unbound 

peptides were removed, the pellets in each vial were washed. This was carried out by 

suspending the pellet in 1 ml of the 0.1 M MES solution, centrifuging at 3,000 rpm and 25 

°C for 10 minutes, and removing the supernatant. This wash was performed 2 times and 

the wash removed from the vial was stored each time. After the washes, the functionalized 

SWCNT pellets were suspended in 1 ml of 0.1 M MES buffer and stored at 4 °C until use. 

To calculate the amount of peptides that bound to carbon nanotubes, a biotin 

incorporation assay protocol was here performed on the biotinylated peptide/SWCNT 

complex. Indeed, due to carbon nanotubes being a black solid, the absorbance change 

cannot be correctly measured. Thus, a mass balance approach was implemented. Instead 



 

149 
 

of measuring the change in absorbance due to solutions comprised of biotinylated peptides 

connected to SWCNTs, the wash that was kept during removal of non-attached biotinylated 

peptide was instead used in the assay. Thus, by subtracting the biotinylated peptide from 

the wash after the SWCNT attachment from the amount of biotinylated peptide before the 

SWCNT attachment, the amount of biotinylated peptide attached to the SWCNT was 

calculated via visible spectroscopy using Beer’s Law (see section 3.7 and equations 3.1 

and 3.2). 

3.10 Detection Test of Biotinylated PETNH in Liquid State 

To perform a liquid state detection test, a mass balance approach was taken by 

tracking the explosive via biotin. By using the free carboxyl group present in the PETN 

surrogate (PETNH), hydrazide-PEG4-biotin was attached to PETNH ( see Figure 3-9 A). 

This was carried out by first mixing 26 μl of a 50 mM biotin hydrazide solution with 1 ml 

of 0.5 mg/ml PETNH in water. Then 3 μl of freshly made 100 mg/ml EDC was added. The 

reaction was then allowed to rock for 12 hours.  

Subsequently, the biotinylated PETNH was separated from the free biotin by adding 

10 mg of carboxylated SWCNTs to the reaction mixture, vortexing, and then rocking 

overnight (12 hours) (see Figure 3-9 B) . Here, the free carboxyl groups on the CNTs acted 

as trap for the free biotin. In order to remove the SWCNTs with trapped biotin, the mixture 

was centrifuged at 3,000 rpm for 10 minutes at 25 °C. Then, the supernatant (biotinylated 

and unbiotinylated PETNH) was removed and analyzed via biotin incorporation assay for 

its quantification (see section 3.7). 
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The detection of the biotinylated PETNH began by first ultrasonicating 1 ml of 5 

mg/ml peptide functionalized SWCNTs for 5 minutes at room temperature. This helped to 

break up the SWCNT bundles held together by Van der Waals forces and disperse them in 

the solution. Then 325 μl of biotinylated PETNH was added, and the mixture was vortexed 

for 20 seconds and allowed to rock for 2 hours at room temperature. The reaction products 

can be seen in Figure 3-9 C. After the reaction period was completed, the solution was 

vortexed at 3,000 rpm for 10 minutes. Then the supernatant was removed and kept. The 

pellet was then washed 2 times with 0.1 M MES to remove any biotinylated PETNH that 

could be trapped by the SWCNT network and not by peptide/PETNH interaction. This 

washing procedure consisted of suspending the pellet in 0.1 M MES, followed by a 

centrifugation at 3,000 rpm for 10 minutes, and the removal and storage of the supernatant. 

Here, the stored wash was analyzed using the biotin incorporation assay and Beer’s Law 

protocols described earlier to find the concentration of biotinylated PETNH in the wash. 

Thus, the amount left attached to the carbon nanotubes was calculated through mass 

balance by subtracting the amount of biotinylated PETNH after the interaction with the 

bio-functionalized SWCNTs (detection test) from the amount of biotinylated PETNH 

originally used in the test. A schematic of the whole detection test of the biotinylated 

PETNH in the liquid state can be seen in Figure 3-9. 
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Figure 3-9: Basic schematic for the detection test of biotinylated PETNH in 

the liquid state showing the biotinylation of PETNH (A), and purification and 

quantification of biotinylated PETNH (B). Also, shown is the binding of biotinylated 

peptide to SWCNTS and quantification of unbound biotinylated peptide (C). 
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Chapter 4 . Modeling 

In this work, the electrical current flow passing through a carbon nanotube field 

effect transistor was modeled using the dftb+ program developed by the Bremen Center of 

Computational Materials Science in Germany on a Linux based operating system. To create 

the geometry files containing the xyz coordinates of various atoms, Avogadro molecular 

modeling software was here implemented, and for rapid viewing of the molecular structure, 

Jmol software was instituted. Finally, an analysis of the effect of varying the gate and bias 

voltages on the CNT system is also here presented. 

4.1 Computer and Modeling Set-Up 

The Avogadro, Jmol, and Fortran compilers were initially installed using a package 

installer native to Debian and coupled to a DFTB program which was downloaded from 

www.dftb-plus and installed on the computer [1–3]. Here, the DFTB+ program was run in 

a linux based operating system. The dftb+ version used included the Non-equilibrium 

Green’s Function (NEGF) add-on. The downloaded zip file contained the precompiled 

dftb+negf binary, examples, tutorials, and files to compile a new binary. For this work, the 

precompiled binary was used and run from a local folder instead of using the global bin.  

Once the main programs were in place, essential files and folders were put into a 

work folder. Also, Slater Koster files (skf) were downloaded from the www.dftb.org 

webpage for each interacting atom considered in the system. For example, a carbon 

nanotube was comprised on only carbon, so modeling it only required the C-C skf file. To 

model the carbon nanotube/ peptide system, the files needed included the C-C, C-H, H-C, 
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C-N, N-C, H-H, O-H, H-O, C-O, O-C, O-O, O-N, N-O, N-N, N-H, and H-N interactions. 

These files are shown in Figure 4-1. 

 

Figure 4-1: Image of the Slater Koster files used for all of the molecule-

molecule interactions present in the carbon nanotube/peptide system used in this 

work. 

It is important to note that these files were placed in the same location as the compiled 

dftb+ binary. Indeed, when the program calls for the skf files to be read, they must be in 

the same path. To complete the initial computer setup, GS (ground state), and contacts 

folders were created in the same location as the dftb+ binary and the skf files. These folders 

were left empty since they were later filled by running the code. 
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4.2 Geometry Creation 

One of the first (user) generated files used in the code was the geometry (gen) file. To 

create the basic model of a carbon nanotube, a website called TubeGen Online was used 

[4]. The chirality of the tube was set to (8,0) since this chirality signifies a semiconducting 

tube. The carbon-carbon bond length was set at the equilibrium distance of 1.4210 Å. The 

length of the tube was set to 26 cells aligned in the z direction where each cell was 

comprised of 32 atoms of carbon. These parameters generated the xyz coordinates of 

carbon atoms that comprise a 110.03 Å long SWCNT oriented in the z direction. An 

example of the input and output of the TubeGen Online is presented in Figure 4-2. 

 

Figure 4-2: (A) Example of the inputs for the TubeGen program including 

chirality, bond length, and unit cell replication count by direction. (B) Output for 

the TubeGen Online generator showing the xyz coordinates of each carbon atom 

and total number of atoms in the system (832). 

A.) B.) 
x y z 
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To visualize the SWCNT described by the xyz coordinates shown in Figure 4-2 B, a 

CNT.xyz file was created. Then Jmol was used to read the coordinates and display the 

resulting structure as shown in Figure 4-3.  

 

Figure 4-3: 3-Dimensional visualization of a (8,0) SWCNT in Jmol. 

The creation of a SWCNT/peptide and SWCNT/Peptide/PETN systems required the 

use of a molecular modeling program such as Avogadro. This was carried out by initially 

importing the .xyz file into the Avogadro software. Once the SWCNT was visualized in 

the monitor, the peptide was added to the program using the peptide insertion window as 

presented in Figure 4-4. 
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Figure 4-4: Peptide generation window used to include the peptide in the 

SWCNT. This option has the ability to include different amino acids, N terminus, 

and C terminus settings. 

In this work, the modeling was performed based on one of the peptides discovered in the 

biopanning process and was labeled as peptide 1. Using the known sequence of peptide 1 

(Thr-Leu-Trp-Thr-Asp-Thr-Ser), the structure was added into the peptide generation 

window and was connected to the SWCNT. Here, a covalently linked carboxyl group was 

first generated at the midpoint of the SWCNT. Then, the nitrogen of the peptides N-

terminus was attached to the carbon of the carboxyl group. The linking of the N-terminus 

of the peptide to the CNTs was based on the fact that this is the actual chemical link that 

forms between the peptide and the SWCNTs when using the carbodiimide chemistry [5]. 

It is also important to note that during the modeling, hydrogens were removed from the 

amine group with the addition of the bond between the N-terminus and the carboxyl group 

in order to mimic the real chemical bond formed.  
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Since the peptide was attached through a user based approach (manually), the bond 

lengths and orientation of the peptide might not be correct. Thus, the final step in the 

generation of the SWCNT/peptide system was to the find the conformation that results in 

the lowest or minimum steric energy. Before energy minimization could be carried out, the 

first 64 carbon atoms and the last 64 carbon atoms in the system were set to be excluded 

from the minimization since these were used as the source and drain contacts of the system. 

These contacts were excluded because energy minimization flays out the ends of the tube 

and makes different sections of the contacts to have different diameters. Indeed, this out of 

plane opening of the tube ends does not allow the DFTB+ program to run since dftb splits 

each contact up into 2 sections that must be mirrors of each other. Once the contacts were 

pinned, the built in energy minimization algorithm (MMFF94) was implemented since it 

is optimized for peptides. The energy minimized SWCNT/peptide structure is presented in 

Figure 4-5. 

 

Figure 4-5: Visualization of the SWCNT/Peptide structure in Avogadro 

molecular modeling software following an energy minimization 
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Following the assembly process of the SWCNT and the peptide, the interaction of 

PETN explosive was incorporated within the system. To complete this, the PETN structure 

was included into the Avogadro workspace using a manual molecule addition. In this work, 

only one perturbation of the peptide/explosive interaction site was considered. The location 

on the peptide for the interaction with the explosive was the leucine-tryptophan segment, 

since Khan et al. [6,7] have shown that the leucine-tryptophan are the segments of a peptide 

that interact with TNT and nitro based explosives. Khan et al. have associated these peptide 

segments to the PETN reductase system, which is a flavoprotein that has shown to degrade 

most explosives. Khan et al. also have observed that there is an additional electron density 

between the nitro groups of TNT and the tryptophan group that is the result of a 

conformational change of the tryptophan to alleviate the steric hindrances and to accept the 

nitro group. Additionally, they have shown that the indole side chain of the tryptophan 

located within the PETN reductase active site reduces the nitro groups through a 

nitroreductase mechanism. Thus, the PETN was located near the leucine-tryptophan 

segment that allowed for the interaction with the indole side chain of the peptide and the 

nitro group of the PETN. Finally, the conformation energy was minimized in Avogadro 

(again isolating the contacts) such that the interaction of the peptide and PETN was 

considered to be at an equilibrium distance.  

4.3 Gen File Creation 

Once the SWCNT structure was generated, the xyz file was manually converted to 

a gen file. In the gen files, the SWCNT is broken up into source, device, and drain regions. 

Additionally, the source and drain layers were further broken up into 2 principle layers 
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which contained the same number of atoms and were structural mirrors of each other. A 

schematic of the divided SWCNT is shown in Figure 4-6. 

 

  

Figure 4-6: Schematic division of the SWCNT structure into source principle 

layer 1 (S୔୐ଵ), source principle layer 2 (S୔୐ଶ), device, drain principle layer 1 (D୔୐ଵ), 

and drain principle layer 2 (D୔୐ଶ). 

More specifically, each source and drain principle layer was set to be the size of 1 cell or 

32 atoms as previously described. Thus, the device region was 22 cells long. Once properly 

divided, a new file was created with a .gen extension. In this new file, the regions were 

ordered as device, S୔୐ଶ , S୔୐ଵ, D୔୐ଵ, S୔୐ଶ. A sample of a partial gen file is presented in 

Figure 4-7.  

 

Figure 4-7: Sample of the information contained in a gen file including the 

total number of atoms in the system, the types of atoms, and the coordinates of the 

atoms. 

Device ௉௅ଵ  ௉௅ଶ ௉௅ଵ ௉௅ଶ 
(CNT) 

x y z 
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As seen in Figure 4-7, the first row is the number of atoms in the system and the C 

represents that the system is treated as a cluster. The second row describes the types of 

atoms in the system. For a bare SWCNT, only carbon (C) atoms are present, but when the 

SWCNT/peptide system is modeled, nitrogen(N), oxygen (O), and hydrogen (H) are also 

present. The following rows contain information on the type of atom and its location. 

Column 1 represents the atom number which acts as a count for the program. Column 2 

represents the type of atom relative to the order of atoms called out in row 2. Thus, column 

2 would be 1 for carbon, 2 for nitrogen, 3 for oxygen, and 4 for hydrogen. Finally, columns 

3, 4, and 5 are the x, y, and z Cartesian coordinates of the atoms in angstroms respectively. 

4.4 Contact File Sample Code 

Once the gen file was constructed, the next step was to create the dftb+ code file 

for the contacts. The name of the file was set to dftb_in.hsd.source and dftb_in.hsd.drain 

for the source and drain respectively. For the sample code, the SWCNT/ peptide system 

was here considered. The first two blocks of the code (established by the curly brackets) 

for the source were as follows.  

   
Geometry = GenFormat { 

<<< 'CNTPepTest.gen' 
} 
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Transport { 
Geometry { 

      Device { 
        AtomRange = 1 815 
      } 
      Contact { 
        Id = "source" 
       AtomRange = 816 879 
        ShiftAccuracy = 1e-4 
      } 
      Contact { 
        Id = "drain" 
        AtomRange = 880 943 
        ShiftAccuracy = 1e-4 
      } 

} 
    Task = ContactHamiltonian{ 
       ContactId = "source" 
    } 

} 
 
 

Where this first block caused the SWCNT geometry to be loaded from a gen file. The 

second block of code defined the atom ranges for the device, source, and drain regions 

present in the gen file. The ShiftAccuracy code was used to relax the stringency of the 

program when checking if the principle layers in the contact are identical. Using a high of 

level of accuracy resulted in failure of the program. The “Task = ContactHamiltonian” 

required the program to perform the calculations on the contact. For the previous sample 

code, the source section is called out in the ContactId section, but the drain can be used 

instead for its respective calculations. 

 The next section of code focuses on the Driver and Hamiltonian settings and is 

described as follows.  
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Driver = {} 
 

Hamiltonian = DFTB { 
    SCC = Yes 

MaxSCCIteractions=1000 
    SCCTolerance = 1e-7 
    MaxAngularMomentum = { 
      C = "p" 
      N = "p" 
      O = "p" 
     H = "s" 

} 
 

The Driver section concentrates on the dynamics calculations where the atoms are free to 

move and be acted upon external forces such as current. Since the atoms in the modeled 

system here investigated were fixed, the driver settings were left blank. In the Hamiltonian 

section, the DFTB theory was initialized. The SCC code turned on the self-consistent 

charge setting. The MaxSCCIterations sets the maximum number of iterations that were 

carried out if the defined SCCTolerance was not reached. The MaxAngularMomentum 

setting defined the farthest electron shell that was considered in the calculations. For 

carbon, nitrogen, and oxygen the farthest orbital was set as p and for hydrogen it was set 

to s. 

 The next code section was associated to the assignment of electrons to energy states 

according to a fermi distribution at electron temperature T.  
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Filling = Fermi { 
      Temperature [Kelvin] = 0 
    } 
 
    SlaterKosterFiles = { 
      C-C = "C-C.skf" 
      O-C = "O-C.skf" 
      C-O = "C-O.skf" 
      N-C = "N-C.skf" 
     N-H = "N-H.skf" 
     C-N = "C-N.skf" 
      H-N = "H-N.skf" 
      C-H = "C-H.skf" 
     H-C = "H-C.skf" 
      H-O = "H-O.skf" 
      O-H = "O-H.skf" 
      N-N = "N-N.skf" 
      O-O = "O-O.skf" 
      N-O = "N-O.skf" 
     O-N = "O-N.skf" 
      H-H = "H-H.skf" 
 
    } 
  
    KpointsAndWeights = SupercellFolding{ 
     25 0 0 
      0 1 0 
      0 0 1 
      0.0 0.0 0.0 
    } 
 
 
   Eigensolver = DivideAndConquer{} 
  

    } 
 

Here, the SlaterKosterFiles syntax called out all files for the atomic interactions present in 

the system. As described earlier, the bare SWCNT only contained a file for carbon-carbon 

interactions, but for the peptide system 15 more interactions files were included. Next, the 

values for KpointsAndWeights were selected in a way that they represented an ideal one 

dimensional nanowire since a single wall carbon nanotube is best described under such 
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conditions. Finally, the Eigensolver setting defined what type of solver was used to 

diagonalize the Hamiltonian. In this case, the selected solver was DivideAndConquer for 

the contacts since although it applied the most memory intensive solver, the contact 

calculations were still performed in less than a minute. 

4.5 Device File Sample Code 

The device sample code described in this section refers to the SWCNT with a 

peptide covalently attached at the midpoint of the tube. The file for the device section was 

named dftb_in.hsd.device. In the following sample code, the geometry section required the 

gen file which contained the information of the peptide-SWCNT system.  The transport 

section was here used to define the device, source, and drain layers.  

Geometry = GenFormat { 
<<< 'CNTPepTest.gen' 
} 

 
 

Transport { 
Geometry { 

      Device { 
        AtomRange = 1 815 
      } 
      Contact { 
        Id = "source" 
        AtomRange = 816 879 
        ShiftAccuracy = 1e-4 
      } 
      Contact { 
        Id = "drain" 
        AtomRange = 880 943 
        ShiftAccuracy = 1e-4 
      } 

} 
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    Task = UploadContacts { 
    FirstLayerAtoms= 1   
    FermiLevel[eV]= SetForAll{-3.848849} 
    ContactPotentials { 
      source[eV]=0.0 
      drain[eV]=1.25 

} 
    EnergyRange[eV]= -6 -1 
    EnergyStep[eV]=0.020 
    WriteTunneling=Yes 
    } 

} 
 

The difference in this code in contrast to that shown in the contact file sample section (see 

section 4.4), occurs within the upload contacts section. Here, the FermiLevel option sets 

the Fermi level of the contacts. This Fermi level was found by running the code presented 

in the Contact File Sample Code section (see section 4.4). In this work, although different 

calculations were run for the source and drain, the Fermi levels were found to be equal. 

This was expected since the contacts are comprised of the same atoms in the same 

configuration. Thus, the SetForAll option was used, and it fixed the source and drain 

contacts at the same Fermi level.  

Continuing with the device file sample code, the ContactPotentials section defined 

the source and drain voltage bias placed across the tube. These values were studied as 

variable parameters in this research. The EnergyRange variable defined the range over 

which the transmission function and the local density of states were calculated (set to 

contain the Fermi level), and the EnergyStep indirectly set the number of sample points in 

the energy range by setting the variation in energy between each calculated point.  

 The next section contains the driver and Hamiltonian settings. Most of the sections 

are the same as presented in the contacts file sample section (see section 4.4). Indeed, due 
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to the higher complexity of the device section, the SCC (self-consistent charge) tolerance 

was lowered to 1e-4 which was the highest accuracy value that allowed convergence of the 

program. Also, a mixer was implemented in order to combine charges from previous 

iterations for preventing non-converging oscillating calculations and lowering the 

computation time. Here, MaxAngularMomentum defined the highest orbital for each 

element that was included in the calculations. For example, since carbon was set as p, both 

s and p orbitals were considered. 

 
Driver = {} 

 
Hamiltonian = DFTB { 

    SCC = Yes 
    MaxSCCIterations = 10000 
    SCCTolerance = 1e-4 
    Mixer=Broyden{MixingParameter=0.02} 
    MaxAngularMomentum = { 
      C = "p" 
      N = "p" 
      O = "p" 
      H = "s" 
    } 
 
 The next section of the code describes the electron assignment to the energy levels, 

which called out the appropriate Slater Koster files, and defined the settings for the Poisson 

solver used to solve the NEGFs. In this code, the PoissonBox defined the dimensions of 

the box in three dimensions. The MinimalGrid set the mesh size created within the Poisson 

box. Here, the initiation of the BuildBulkPotential was used to make the program solve for 

the electrostatic potential of the system using Dirichlet boundary conditions. The 

SavePotential was implemented to save the calculated potential to an output file. The 

Verbosity was set to a value between 0 and 100. A higher number outputs more real time 

information about the calculations as they are carried out. A higher verbosity was used 
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during this work to monitor the convergence. The AtomDensityTolerance defined the 

cutoff where the imposed Mulliken charges vanish. The PoissonAccuracy was used to 

indicate when Poisson convergence occurred, and the BoundaryRegion was set to circle 

instead of the default global because it was the most appropriate parameter for a 1D 

nanowire. 

Filling = Fermi { 
      Temperature [Kelvin] = 0 
    } 
 
      SlaterKosterFiles = { 
      C-C = "C-C.skf" 
      O-C = "O-C.skf" 
      C-O = "C-O.skf" 
      N-C = "N-C.skf" 
      N-H = "N-H.skf" 
      C-N = "C-N.skf" 
      H-N = "H-N.skf" 
      C-H = "C-H.skf" 
      H-C = "H-C.skf" 
      H-O = "H-O.skf" 
      O-H = "O-H.skf" 
      N-N = "N-N.skf" 
      O-O = "O-O.skf" 
      N-O = "N-O.skf" 
      O-N = "O-N.skf" 
      H-H = "H-H.skf" 
    } 
 
 
 
 
    Electrostatics = Poisson { 
      Poissonbox[Angstrom]= 30.0 30.0 30.0 
      MinimalGrid [Angstrom] = 0.4 0.4 0.4 
      BuildBulkPotential = Yes 
      SavePotential = Yes 
      verbosity=91 
      AtomDensityTolerance = 1e-5 
      PoissonAccuracy = 1e-6 
      BoundaryRegion = Circle{} 
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 The last section of code constructed a physical gate in the system and imposed 

settings for the NEGF solver. The first block of code in this section is related to the gate. 

The GateLength_l sets the size of the gate in the transport direction (z), the GateLength_t 

sets the length of the gate in the x direction, and the GateDistances sets the distance of the 

gate from the device region in the positive y direction. As an important note, since the gate 

was constructed by the program in the positive y direction, the peptide was attached on the 

SWCNT facing the –y direction to avoid interaction between the peptide and the physical 

gate. The GatePotential defined the potential applied to the gate and was investigated as a 

variable in this work. The second block of the code defined the Eigen solver. The Delta 

parameter is a small positive number used in the Green’s function formalism. The 

ContourPoints set the number of points calculated along the integration of Green’s 

function, where the number of points had a large effect on the computation time. The 

LowestEnergy defined the value at which the integrations of the Green’s functions began, 

and the EnclosedPoles set the number of poles considered in the contour. The value of this 

setting is usually between 3 and 5.   

Gate=Planar{ 
GateLength_l[Angstrom]=12.0 
GateLength_t[Angstrom]=30.0 
GateDistance[Angstrom]=7 
GatePotential[eV]=-0.15 
} 
} 

 
    Eigensolver = GreensFunction {   
      FirstLayerAtoms= 1 
      Delta [eV] = 1e-5 
      ContourPoints = 30 40 
      LowestEnergy [eV] = -60.0 
      EnclosedPoles = 4 
    }  

} 
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4.6 Running the dftb+ Program 

The first step in running the dftb+ program was to run calculations on the source and 

drain sections.  In order to carry this out, the dftb_in.hsd.source file was renamed to 

dftb_in.hsd. When the dftb+ code is run, it searches for this file name. Once the name of 

the source file was changed, the dftb+ program was run in the local folder using the 

./dftb+NEGF command. Here, the contact calculations took place in under a minute after 

which an output file named detailed.out that contained information from the calculation of 

the source was created. The primary value used from this calculation was the Fermi level 

which was used in the device’s UploadContacts section. Once the Fermi level information 

was transferred to the device file, the dftb_in.hsd extension was renamed to 

dftb_in.hsd.source and the dftb_in.hsd.drain file was renamed to dftb_in.hsd. Again the 

dftb+ program was run, and the Fermi level was placed into the device file. To complete 

the contact calculations, the dftb_in.hsd file was renamed to dftb_in.hsd.drain. As 

previously described, three systems were considered in this work (bare SWCNT, 

SWCNT/peptide, and SWCNT/peptide/PETN). It is important to note that contact 

calculations had to be re-run before the device calculations for each SWCNT system were 

carried out. However, the contact calculations were not re-run when the gate or bias 

voltages where adjusted. 

Once contact calculations were completed, the device file was processed using the 

dftb+ software. In a similar manner to the contacts, the dftb_in.hsd.device extension was 

renamed to dftb_in.hsd. Since the calculation for the device is much more time intense, the 

ulimit –s unlimited command was used to open up more memory before the program was 

initialized using the ./dftb+NEGF command. Due to the complexity of the calculations, 



 

173 
 

these iterations took much longer than that of the contacts. Simulations on bare SWCNTs 

took anywhere between 1 hour and 8 hours. Conversely, calculations of the 

SWCNT/peptide and SWCNT/peptide/PETN systems took between 2 days to 1 week to 

converge. Once convergence was reached, a new detailed.out file was created. In this file, 

the last line contained the electrical current passing though the tube at a set bias and a set 

gate voltage. For the purpose of this work, the bias and gate voltages where the main 

variables studied in the three aforementioned SWCNTs systems. Finally, graphs of 

electrical current versus bias voltage at a specified gate voltage and current versus gate 

voltage at a set bias voltage were here generated. A schematic of the flow for a dftb+ run 

is presented in Figure 4-8. 
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Figure 4-8: Schematic flow of the steps taken to run the dftb+ program to produce 

the electrical current. 
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Chapter 5 . Results and Discussion 

The following chapter presents the results obtained in the investigation of selective 

peptides toward PETNH as well as the detection capabilities of a peptide/SWCNT system 

towards PETNH. Also included in this chapter are the results from the molecular modeling 

of a SWCNT/peptide system. Here, a phage display protocol was used to identify the 

selected peptides. Once the peptides were identified via sequencing, they were used to 

functionalize the surface of carboxylated SWCNTs to create a sensor platform. These 

sensors were then tested in a liquid state and the peptides were further tested for selectivity. 

Finally, the conditions of a SWCNT Field Emission Transistor (FET) platform were 

modeled using a DFTB method to simulate the solid state sensing of PETN. 

5.1 ELISA testing of the M13KE Ph.D.-7 Library 

The ELISA performed on the target PETNH using the M13 Ph.D.-7 phage library 

was performed in order to ascertain if there were phage in the aforementioned library with 

affinity and specificity towards the investigated target. Here two different methods of 

PETN immobilization were studied. The first approach consisted of a passive absorption 

of PETN onto polystyrene microwells. In this methodology, PETN was allowed to 

passively absorb to the wells.  Then, 1 % bovine serum albumin (BSA) and TWEEN-20 in 

phosphate-buffered saline (PBS) was used as the blocking buffer. Following the addition 

of the block, an M13 phage library was allowed to bind to the passively absorbed PETN. 

After the phage, antibodies were added to the wells and were used to bind to the phage to 

determine the amount of phage attached to the immobilized PETNH. These antibodies were 

tagged with an enzyme that causes a color change in the presence of 3,3’,5,5’-
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Tetramethylbenzidine (TMB). This color change was monitored using the absorption of 

visible light, and a higher absorbance in the wells indicated a higher level of phage binding 

on the wells. The results of this test are presented in Figure 5-1. 

 

Figure 5-1: ELISA results employing a passive absorption technique of PETN 

on polystyrene wells for immobilization purposes. 

As shown inFigure 5-1, the high absorbance in the negative control wells and the 

little differentiation between the test and negative wells suggests a high level of nonspecific 

binding by the peptides. This implies that the phage bound with the same degree of affinity 

to both the PETN and the blocked wells. To rule out experimental error, this test was 

performed a second time and similar results were obtained.  

A second trial was performed with the removal of the TWEEN-20 solution. The 

results are shown in Figure 5-2. 
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Figure 5-2: ELISA results obtained in the absence of TWEEN-20 and 

employing passive absorption of PETN on polystyrene wells for immobilization 

purposes. 

As evident in Figure 5-2, the test and negative control wells exhibited noticeably lower 

levels. However, the results of this test still show no difference between the test and 

negative wells. Therefore, the passive absorption of PETN was not a viable immobilization 

technique in this research program.  

Hence, a second immobilization approach was studied. Here, pentaerythritol 

trinitrate hemisuccinate (PETNH), a surrogate of PETN was immobilized on the 

microwells. This surrogate of PETN replaces one of the NOଷ groups with a COOH group, 

which allowed for its covalent immobilization on amine based microwells using the 

reaction between its carboxyl functional group and the amine functional groups in the wells 

via the 1-Ethyl-3-(3 dimethylaminopropyl) carbodiimide (EDC) reaction (see section 3.1). 

This technique was investigated by mixing 5 times more molar excess of EDC with a 

PETNH solution, and then added to the amine surface functionalized ELISA wells in order 

to immobilize the PETNH. The results of this test are presented in Figure 5-3. 
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Figure 5-3: ELISA results with immobilization via covalent attachment of a 

PETN surrogate containing a free carboxyl group onto amine surface functionalized 

wells. 

As it can be seen in Figure 5-3, there is a small difference between the test and 

negative control wells. Indeed, by performing a standardized t-test, it was found that their 

difference was not statistically significant. Therefore, a further optimization in the process 

was investigated.  

The optimization consisted of studying the effect of the amount of PETNH added to 

each well along with an excess of EDC. The levels of PETNH studied were: 1 μg, 2 μg, 

and 3 μg per well. For each of these values, 5 and 10 times EDC molar excess was included 

as part of the testing. The results of this study are presented in Figure 5-4. 
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Figure 5-4: ELISA results studying the effect of varying the amounts of 

immobilized PETNH surrogate and EDC concentrations. 

 

As shown in Figure 5-4, as the amount of immobilized target at each EDC molar 

excess was increased, the absorbance decreased. This suggests that the amount of PETNH 

bound on the microwells decreased by increasing its concentration. This is most likely as 

a result of either a decrease in non-specific binding or steric hindrance issues. Conditions 

that seem to be associated to the overcrowding of the immobilized target on the wells. The 

figure also shows that by using 10 times more molar excess of EDC than PETNH, a higher 

absorbance, and therefore a higher amount of bound phage was observed. Based on these 

results, the remaining immobilizations used 1 μg of PETNH and 10 times more molar 

excess of EDC. From Figure 5-4  it was also observed that the negative control wells still 

showed a high level of nonspecific binding, suggesting that the peptides attached equally 

to both the PETNH and to the well. 
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 In order to decrease the level of nonspecific binding, the type of block buffer used 

was investigated. Several trials were studied with different blocks (1% BSA block, 1% 

casein block, and a block made from 5 % non-fat dry milk (NFDM) dissolved in PBS). The 

results of the ELISA employing the dry milk block buffer are shown in Figure 5-5. Here, 

the 5% NFDM block buffer results are the only ones presented since these displayed the 

highest absorbance difference between the test and negative samples. This difference 

between the absorbance in the test and negative wells seems to be associated with a higher 

degree of specificity of the phage to the PETNH over the blocked wells. The figure shows 

that the test wells (those containing PETNH) displayed an absorbance 5.5 times larger than 

the wells without PETNH. Using a standardized t-test, it was observed that the differences 

in absorbance were statistically significant. Based on these results, the identification of 

selective peptides towards PETNH were carried out on wells blocked with non-fat dry milk 

(NFDM).  

 

Figure 5-5: ELISA results based on 1 μg of immobilized PETNH, 10 times 

molar excess EDC, and 5 % non-fat dry milk block buffer. 

By comparing the test versus the negative results from Figure 5-5, it is observed that the 

negative control samples (no PETNH analyte) displayed a low level of absorbance which 

suggests that although some degree of nonspecific binding was still present in the phage 
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studied, most of the phage seems to have been bound to the PETNH.  Indeed, the limited 

level of nonspecificity shown in the negative wells could not be totally eliminated with any 

of the blocks here investigated. It is believed that the amine surface coating of the wells 

used for attaching the PETNH caused the phage to nonspecifically bind to the blocked 

wells.  

5.2 Biopanning using the M13KE Ph. D.-7 Library 

After determining the ability of the M13KE library to bind to the immobilized 

surrogate, a biopanning (screening) procedure was performed against the PETNH 

immobilized target. The biopanning consisted of first immobilizing the PETNH into amine 

functionalized wells and subsequently blocking the wells via NFDM. Then, the M13 phage 

library was added to the wells and the phage with affinity to the PETNH bound to it (Here, 

the phage that did not bind to the PETNH were removed from the wells). Next, the bound 

phage were eluted, and two more rounds were carried out with the purpose of increasing 

the selectivity of the phage. After each round, a small amount of the selective phage were 

used in a titer to determine the concentration of phage in solution (pfu/ml - plaque forming 

units/milliliter). Briefly, a titer consists of infecting E. coli with serial dilutions of a phage 

sample followed by the growth of the infected E. coli on an agar plate for its counting. This 

count is directly related to the concentration of phage in the solution used to infect the E. 

coli. The results of the biopanning process showed that the difference in phage 

concentration between the first round of panning (2.2x 10଻ pfu/ml) and the third (50 

pfu/ml), was six orders of magnitude. This indicates that the majority of the non-specific 

phage were removed by the third round of panning. From the titer performed on the third 
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round of panning sample, five plaques were removed (extracted) from the plate using a 

glass pipette and transferred to separate microcentrifuge tubes. 

Following the removal and isolation of the plaques from the third round titer plate, 

the amplification and PEG purification stages were performed on the isolated plaques. The 

amplification consisted of infecting the E. coli by the phage followed by an incubation 

period where the E. coli is allowed to grow more phage. In contrast, the PEG purification 

(removal of contaminants) consists of utilizing a PEG solution to precipitate the phage and 

form a pellet which is later reconstituted in a non-contaminated solution. Indeed, the PEG 

purification not only purifies the target, but also concentrates the phage. Hence, both 

procedures (amplification and PEG purification) were used to obtain a concentration of 

phage in solution above 2x10ଵଵpfu/ml (the minimum concentration required by the ELISA 

protocol technique). The results from the amplification and PEG purification are shown 

respectively in Table 5.1 and Table 5.2. 
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Table 5.1 : Amplification of the five plaques harvested from the third round 

of biopanning (tntc = too numerous to count). 

  Dilution  
Plaque 
Colonies Concentration(pfu/ml) 

Plaque 1 Eluate 
Amplified 

1.00 ⨯ 10ସ tntc NA 
1.00 ⨯ 10଺ 2292 1.15 ⨯ 10ଵଵ 
1.00 ⨯ 10଼ 29 1.45 ⨯ 10ଵଵ 

Plaque 2 Eluate 
Amplified 

1.00 ⨯ 10ସ tntc NA 
1.00 ⨯ 10଺ 1752 8.76 ⨯ 10ଵ଴ 
1.00 ⨯ 10଼ 11 5.50 ⨯ 10ଵ଴ 

Plaque 3 Eluate 
Amplified 

1.00 ⨯ 10ସ tntc NA 
1.00 ⨯ 10଺ 1420 7.10 ⨯ 10ଵ଴ 
1.00 ⨯ 10଼ 19 9.50 ⨯ 10ଵ଴ 

Plaque 4 Eluate 
Amplified 

1.00 ⨯ 10ସ tntc NA 
1.00 ⨯ 10଺ 1984 9.92 ⨯ 10ଵ଴ 
1.00 ⨯ 10଼ 17 8.50 ⨯ 10ଵ଴ 

Plaque 5 Eluate 
Amplified 

1.00 ⨯ 10ସ tntc NA 
1.00 ⨯ 10଺ 1980 9.90 ⨯ 10ଵ଴ 
1.00 ⨯ 10଼ 24 1.20 ⨯ 10ଵଵ 

 

Table 5.2 : PEG purification of the five plaques harvested from the third 

round of biopanning (tntc=too numerous to count). 

  Dilution  
Plaque 
Colonies Concentration(pfu/ml) 

Plaque 1 
Eluate PEG 

Purified 

1.00 ⨯ 10଺ tntc NA 
1.00 ⨯ 10଼ tntc NA 
1.00 ⨯ 10ଵ଴ 142 7.10 ⨯ 10ଵଷ 

Plaque 2 
Eluate PEG 

Purified 

1.00 ⨯ 10଺ tntc NA 
1.00 ⨯ 10଼ 996 4.98 ⨯ 10ଵଶ 
1.00 ⨯ 10ଵ଴ 6 3.00 ⨯ 10ଵଶ 

Plaque 3 
Eluate PEG 

Purified 

1.00 ⨯ 10଺ tntc NA 
1.00 ⨯ 10଼ 396 1.98 ⨯ 10ଵଶ 
1.00 ⨯ 10ଵ଴ 9 4.50 ⨯ 10ଵଶ 

Plaque 4 
Eluate PEG 

Purified 

1.00 ⨯ 10଺ tntc NA 
1.00 ⨯ 10଼ 1100 5.50 ⨯ 10ଵଶ 
1.00 ⨯ 10ଵ଴ 19 9.50 ⨯ 10ଵଶ 

Plaque 5 
Eluate PEG 

Purified 

1.00 ⨯ 10଺ tntc NA 
1.00 ⨯ 10଼ 1068 5.34 ⨯ 10ଵଶ 
1.00 ⨯ 10ଵ଴ 6 3.00 ⨯ 10ଵଶ 
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From Table 5.1 and Table 5.2, it is evident that some dilutions resulted in a number 

of plaques too numerous to count. Hence, these samples did not allow the quantification of 

pfu/ml concentration. For dilutions where the number of plaques was accessible to count, 

the calculation of the number of plaque forming units per milliliter (pfu/ml) was obtained 

by using equation 5.1. 

 Concentration ൬
pfu
ml

൰ ൌ
Plaque Colony Count

Volume of sample used to infect bacteria ሺmlሻ
*Sample Dilution Factor 5.1 

In equation 5.1, the volume of diluted sample used to infect the bacteria was 20 μl for all 

trials. From the results shown in Table 5.1, the representative concentration of phage in 

solution was selected from those samples that contained above 100 colonies since samples 

containing too few number of colonies were not an accurate representation of the amplified 

phage. For instance, from the amplified plaque 3 (see Table 5.1), the 1420 colonies was 

the more representative concentration of the sample. Thus, the solution concentration of 

the amplified plaque 3 was 7.10 ⨯ 10ଵ଴ pfu/ml (see Table 5.1). As shown in Table 5.2, all 

plaque forming units present in each isolated plaque solution were further increased by two 

orders of magnitude following the PEG purification process. 

Subsequently, the ELISA technique was performed on each amplified and PEG 

purified sample in order to corroborate the selectivity of each isolated phage. The ELISA 

procedure was similar to that used on the full phage library (see section 3.1). Here, a 

concentration of 2 ⨯ 10ଵଵ pfu/ml of each isolate phage was tested. In the ELISA testing, 
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two trials were run for each plaque, and the samples were tested in triplicate wells (n=3). 

The results of these ELISAs can be seen in Figure 5-6. 

 

 

Figure 5-6: Comparison of the absorbance of the test wells to the negative 

control wells for trial 1 (A) and trial 2 (B). The number above each plaque column 

corresponds to the ratio of absorbance of the tests to the negative control wells. The 

presence of an asterisk (*) above the plaque indicates that the mean difference is 

significant (P≤0.05) via a T-test. 
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From Figure 5-6, it can be seen that the selected phages show a marked affinity 

towards PETNH, as well as a different degree of affinity among them, when compared to 

the relative intensity of those wells with no PETNH (negative). Indeed, the phage that 

appear to have shown a statistical difference (P≤0.05) between the test and negative control 

were plaque 1 from Figure 5-6 A and plaques 2,3, and 4 from Figure 5-6 B. Figure 5-6 A  

displays that the clones from plaque 1 showed a significant binding to wells containing 

PETNH (P≤0.05), when compared to wells without PETNH. On trial 2, the plaque 1 wells 

did not pass the t-test parameters, however they were close with a P value of 0.057. Also, 

in trial 2 (Figure 5-6 B), clones from plaques 2, 3, and 4 showed statistically higher binding 

when comparing to the absorbance of the test wells against the negative control wells. 

Thus, based on these results, the phage from plaques 1-4 were processed using the DNA 

purification kits and further sequenced.   

5.3 Sequencing of the Plaques Isolated During Biopanning 

The DNA purification of the selected plaques was performed using the Wizard® 

Plus SV Minipreps DNA Purification System. To determine the size and integrity of the 

purified DNA, gel electrophoresis was performed. Briefly, in gel electrophoresis a current 

is run through a gel containing a DNA ladder in one well and DNA samples to test in the 

other wells. Depending on the charge and size of the DNA, the molecules move different 

distances in the lanes. The distance the DNA moves can then be visualized using UV light 

since the DNA is dyed. The DNA ladder is a solution that contains known lengths of DNA 

that create a scale to compare to other samples, which allows for the the size of analyzed 

DNA to be read.  The gel here used was composed of 1% agarose in Tris-phosphate buffer 
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(0.08M EDTA with 0.002M TPE), and the results of the electrophoresis can be seen in 

Figure 5-7. 

 

 

 

 

 

 

 

 

 

 

 

Figure 5-7: Gel electrophoresis of clones 1,2,3, and 4. Lane 1 is the 10,000 bp 

(base pairs) ladder. Lanes 7, 8, 9, and 10 are clones from the isolated phage 1, 2, 3, 

and 4 respectively. 

As it can be seen from the sharpness of the bands present in lanes 7 through 10 in Figure 

5-7, the DNA integrity is considered good [1]. Also, the clones were read at approximately 

4,500 bp in length.  

To determine the purity and concentration of the purified DNA in solution, a 

NanoDrop UV-Vis Spectrophotometer was employed. The results of the NanoDrop 

experiment are shown in Table 5.3. 
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Table 5.3 : NanoDrop results of the purified phage clones 1,2,3, and 4.  

 

To determine the purity of DNA from a NanoDrop experiment, the ratio A260/A280 (ratio of 

the absorbance of the sample at 260 nm to the absorbance of the sample at 280 nm) was 

used. It is generally accepted that pure DNA has a A260/A280 ratio of about 1.8 [2]. As shown 

in Table 5.3, all 4 DNA samples extracted and purified from their respective plaques can 

be considered pure.  

Once the purity, integrity, and concentration of phage DNA was determined, each 

clone was sequenced using a Beckman CEQ2000 DNA Sequencer. This resulted in the 

nucleotide sequence which contains the phage DNA insert. Indeed, only a small section of 

the total clone sequence contains the information of the peptide. Using the gene studio 

software, the sequences read in the 5` and 3` directions were imported. These 5’ and 3’ 

directions are associated to the forward and reverse readings of the DNA sequences that 

were initialized respectively by the 96 gIII and 28 gIII primers.  Here, the program lined 

up the sequences and then outputs a contig file that is the result from the consensus of the 

alignment. This consensus was then used to find the inserted peptide nucleotide sequence 

by finding the flanking Kpn 1 and Eag 1 sites, which are the markers for the beginning and 

end of the inserted phage DNA. Using this technique, sequences of 30 nucleotides in length 

were obtained. This was expected, since the phage library used contained phage expressing 

7-mer peptides with 3 glycines as the linker sequence. Using the ExPASy web translation 

DNA Sample A260 A280 A260/A280 
Concentration 
(ng/μl) 

1 1.744 0.994 1.754527 87.2 
2 1.522 0.83 1.833735 76.1 
3 4.126 2.216 1.861913 206.3 
4 1.979 1.079 1.834106 99 
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tool, the nucleotide sequences were then translated into peptide sequences. The results of 

the sequencing and subsequent translation can be seen in Table 5.4. 

Table 5.4 : Sequencing results for peptide 1-4. Similarities in the peptide 

sequences are bolded while the three glycine residue linker sequences are 

underlined. The bolded 30 letter long code (in the peptide sequence column) is the 

nucleotide sequence, and the identified amino acid sequences are based on the single 

letter code (i.e. T=Threonine, etc.). 

Peptide Nucleotide Sequence Peptide Sequence 

1 actttgtggacggatacttcgggtggaggt T  L  W  T  D  T  S  G  G  G 

2 ggtttgtggacgaatgttgatggtggaggt G  L  W  T  N  V  D  G  G  G 

3 ggtttgagtacgtttgatgtgggtggaggt G  L  S  T  F  D  V  G  G  G 

4 acggcgtttacttggaatcagggtggaggt T  A  F  T  W  N  Q  G  G  G 

 

 In each nucleotide sequence, three nucleotides correspond to one amino acid (i.e. 

the nucleotide sequence act of peptide 1 corresponds to T in the peptide sequence). Using 

the knowledge of the different reading frames and the linker sequence, which is three 

glycine residues as stated in the phage display manual, the correct reading frame for each 

nucleotide sequence can be determined [3]. Thus, the correct peptide sequence is the first 

seven amino acids that have a three glycine long terminus as indicated in Table 5.4 (ie 

TLWTDTS for peptide 1). In this study, it is known that only the first seven amino acids 

are the peptide sequence, as the library used was comprised of phage expressing seven mer 

peptides.  Using this fact, it can be seen that each peptide was successfully sequenced. It is 

also shown in Table 5.4, that although none of the peptides present the same sequence, they 
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display some similarities. For instance, peptide 1 and 2 both contain a leucine-tryptophan-

threonine (LWT) segment, while peptide 4 also has a threonine connected to a tryptophan 

(TW). This is highlighted with the bold letters in Table 5.4. This could suggest that this 

similar segment (LWT) is the component that interacts with the PETNH explosive. Based 

on these results, a possible interaction mechanism between the LWT peptide segment and 

the PETNH could be addressed through the contact of the leucine-tryptophan segments of 

the peptides and the surrogate explosive. Khan et al. [4,5] have shown that the leucine-

tryptophan segments of a peptide interact with TNT and explosives. Khan et al. have 

associated these peptide segments to the PETN reductase system, which is a flavoprotein 

that has been shown to degrade most explosives. Khan et al. also observed that there is an 

additional electron density between the nitro groups of TNT and the tryptophan that is the 

result of multiple conformations of the tryptophan. Additionally, they showed that the 

indole side chain of the conservative tryptophan located within the PETN reductase active 

site reduces the nitro groups through a nitroreductase mechanism. In the present work, 

peptides 1 and 2, express the same leucine-tryptophan segments, which could be assumed 

as the active site that interacts with the PETNH. In contrast, peptide 3 displays a more 

unique sequence (although it also shares a threonine-phenylalanine (TF) segment with 

peptide 4). This suggests that the presence of PETNH can be potentially corroborated with 

different amino acid sequences. Thus, peptides 1 through 4 were purchased from 

NeoBioLabs for subsequent selectivity testing and for their attachment onto CNTs in order 

to create a nanosensor. The attachment of peptides to CNTs is shown in the following 

section using a peptide derivated from bee venom as the platform for the CNT/peptide 

attachment optimization 
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5.4 Bombolitin II Biotinylation Optimization 

In parallel to the biopanning of the M13KE phage library against the immobilized 

surrogate PETNH, an additional peptide by the name of Bombolitin II (BII) was here 

investigated. Bombolitin II is a hydrophobic 17-mer peptide with a molecular weight of 

1805.11 g/mol that derives from bee venom [6]. The sequence for BII is 

SKITDILAKLGKVLAHV via single letter code. Heller et al. [7] have shown that 

SWCNTs with physically absorbed BII experience a near-infrared photoluminescence shift 

when interacting with nitroaromatics such as TNT. Due to its affinity to explosives, BII 

was also purchased from NeoBioLabs and used to create a covalently functionalized 

SWCNT. To perform this, the N-terminus amine group of the peptide was reacted with the 

carboxyl group of the SWCNTs using the 1-Ethyl-3-(3-dimethylaminopropyl) (EDC) 

reactant (see section 2.3.4 and 3.1) [8]. This route allowed for the covalent anchoring of 

the peptide onto the CNT in order to form a selective nanosensor.  

To track the amount of peptide bound to the SWCNTs, the peptides were first 

biotinylated by connecting the amine group present on the hydrazide-PEG4-Biotin to the 

C-terminus (end of the peptide containing a free carboxyl group) of the peptides. The 

presence of biotin on a tagged molecule elicited an absorbance change in a HABA/Avidin 

assay which was related to the concentration of the substance in solution via the Beer-

Lambert Law (Beer’s Law) [9]. Beer’s law is presented in equation 5.2 where ΔAହ଴଴ is the 

change in absorbance at 500 nm, C is the concentration, b is the cell path (1 cm for a 

cuvette), and ԑ஛ is the extinction coefficient (34,000 M-ଵcm-ଵ for the HABA/Avidin 

complex). 
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 ΔAହ଴଴ ൌ Cbԑ஛ 5.2 

 To study the biotinylation of BII, two different trails were run based on the volume 

of hydrazide-PEG4-Biotin used. The conditions for each of these trials can be seen in Table 

5.5. The EDC solution concentration was 100 mg/ml, the concentration of biotin hydrazide 

was 50 mM, and the concentration of BII was 0.5 mg/ml. 

Table 5.5 : Trial descriptions for studying the optimization of biotin on the 

BII peptide. 

Trial 
Peptide 

Volume (μl) 

EDC 

Volume (μl) 

Hydrazide-PEG4-

Biotin Volume  (μl) 

1 500 1.25 25 

2 500 1.25 2.5 

 

As seen in Table 5.5, the peptide and EDC solution volumes were kept constant.  The 

peptide solution volume was kept constant in order to act as the control, and the EDC 

volume was kept constant since the molar excess of EDC had previously been optimized 

in the ELISA optimizations (see section 5.1). The Hydrazide-PEG4-Biotin was in excess 

for both trials so that the probability of an available Hydrazide-PEG4-Biotin molecule 

being near to a peptide for creating a link with the BII was high. Due to this condition, 

there was unreacted (free) biotin in the reacted biotin-BII sample. Hence, to correctly 

quantify the level of biotinylated peptide, the reaction solutions had to be purified.  

Here, the reaction solutions from each trial were purified via Pierce C18 spin 

columns. In these columns, the peptide was bound to the carbon followed by an elution and 
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a purification process (see section 3.6). The results of trials 1 and 2 for the biotinylation of 

BII purified by the C18 spin columns is presented in Table 5.6. 

Table 5.6 : Results of the biotinylated BII following a purification process 

using C-18 spin columns. 

Trial 
Biotinylated BII after 

Purification (mmol) 

Percent of BII 

Biotinylated 

1 8.53 ⨯ 10-5 61.59 

2 6.65 ⨯ 10-5 48.00 

 

As it is seen in Table 5.6, it seems that the excess biotin was removed through the C-18 

spin columns, since the percent of biotinylated BII was not above 100 percent in either 

trial. Also, using an excess of 25 μl hydrazide-PEG4-biotin resulted in a larger level of 

attachment than using 2.5 μl. This is most likely due to more biotin being available to bind 

to the unstable O-acylisourea intermediate formed from the reaction between EDC and the 

peptide carboxyl group (see section 2.3.4). Based on the results here presented, this 

technique was used on the sequenced peptides identified from the M13 phage library. The 

results are shown in the following section. 

5.5 Attachment of Sequenced Peptides to SWCNTs 

Once the peptides discovered through the biopanning were sequenced, the next step 

of the research was their biotinylation as a tagging technique for their further attachment 

to SWCNTs. This was carried out by following the approach described in the previous 

section. Here, the biotinylation was performed on the four identified peptides in the 
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biopanning procedure (see Table 5.4). The results of two peptide biotinylation trials 

purified by graphite spin columns on the four identified peptides are presented in Table 

5.7. 

Table 5.7 : Extent of biotinylation for peptides 1 through 4 via biotin 

incorporation assay and Beer’s law. 

Peptide-Trial 
Peptide Biotinylated 

(mmol) 
Percent of Peptide 

Biotinylated 
1-1 3.88⨯ 10-ସ 63.83 
1-2 4.29⨯ 10-ସ 70.63 
2-1 6.79⨯ 10-ସ 54.58 
2-2 6.97⨯ 10-ସ 56.00 
3-1 4.76⨯ 10-ସ 70.27 
3-2 4.95⨯ 10-ସ 73.07 
4-1 2.35⨯ 10-ସ 40.77 
4-2 2.35⨯ 10-ସ 40.70 

 

From the results presented in Table 5.7, it can be observed that each peptide was 

biotinylated. It can also be seen that 100 percent biotinylation was not obtained. This was 

expected due to the unstable reaction intermediate formed during the reaction between the 

free carboxyl groups and the EDC. This unstable reaction intermediate increases the 

possibility of peptides linking to each other through the reaction of their free carboxyl 

groups and amine groups. Additionally, it is believed that some mass losses were present 

during the experimental purification in the graphite spin columns. It can also be seen in 

Table 5.7, that the peptides had different levels of biotinylation. Peptide 1 and 3 were 

biotinylated to the greatest extent. This can be explained by the presence of an aspartic 

amino acid in both peptides. The aspartic acid segment contains a free carboxyl side group 

that can react with the N-terminus amine group from the peptide. Thus, peptides 1 and 3 

exhibit a side chain carboxyl group in addition to the C-terminus carboxyl group. Peptide 
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4 does not contain this carboxyl side group and thus it is biotinylated to a smaller extent. 

Peptide 2 biotinylation levels are smaller than 1 and 3 but larger than 4. This could be 

associated to the presence of both a carboxyl side group and an amine side group in peptide 

4. The additional carboxyl group in peptide 4 would suggest that the biotinylation percent 

would be higher, but due to the presence of an additional side chain amine group, there is 

an increased opportunity for the crosslinking between peptides. This crosslinking would 

reduce the carboxyl sites available for biotinylation. 

Once the peptides were shown to be effectively biotinylated, the next step was to 

connect them to the SWCNTs. In parallel to the functionalization of SWCNTS with the 

biotinylated peptide, the same amount of unbiotinylated peptide was used to functionalize 

another set of SWCNT solutions. Here, it is expected that the unbiotinylated peptide-CNT 

would be the actual explosive sensor. However, the incorporation of the biotinylated 

peptide was performed in this work with the purpose of quantifying, monitoring, and 

corroborating its attachment to the SWCNTs.   

During the peptide SWCNT binding procedure, it was found that the amount of 

bound peptide could not be directly measured. Indeed, the presence of SWCNTs in solution 

resulted in an absorbance too high to be measured. Thus, the peptide binding was calculated 

through a mass balance procedure. The mass balance process consisted of reacting a known 

amount of biotinylated peptide with the carboxylated SWCNTs. Then, the functionalized 

SWCNTs were pelleted by centrifugation and the supernatant was removed. This 

supernatant contained the unattached biotinylated peptide that was quantified by a 

HABA/Avidin assay. Thus, by knowing how much biotinylated peptide was in the 

supernatants, and how much was originally added, the amount of biotinylated peptide 
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attached to the SWCNTs was calculated. It was also observed that the washed peptide 

(supernatants) contained some suspended functionalized SWCNTs which seemed to affect 

their absorbance readings and the total mass balance. Thus, 0.02 micron anopore membrane 

syringe filters were used to remove the suspended functionalized SWCNTs in the aliquots 

removed after the binding (supernatants). The results of the SWCNTs functionalized with 

peptides 1 through 4 and BII are shown in Table 5.8. 

Table 5.8 : Amount of peptides attached to SWCNTS following the EDC 

chemistry. 

Peptide 
Peptide Bound to 
SWCNT (mmol) 

1 3.84⨯ 10-ସ 
2 5.62⨯ 10-ସ 
3 3.71⨯ 10-ସ 
4 1.19⨯ 10-ସ 

BII 6.77⨯ 10-ହ 
 

 As seen in Table 5.8, peptide 2 bound to the SWCNTs to the highest degree. Again 

this can be described by the existence of additional amine functional groups in peptide 2 

when compared to BII or peptide 1 and 3. Here, BII and peptide 1 and 3 only have one 

available amine group at the N-terminus available for linking to the carboxyl groups of the 

SWCNTs. Conversely, peptide 2 has two available amine groups, one at the N-terminus 

and the other as a side group. In contrast, peptide 4 was found to be an outlier since although 

it has 3 available amine groups, it showed the lowest amount bound to the nanotubes. This 

could be attributed to the concentration of peptide 4 in solution. As seen in Table 5.7, 

peptide 4 was biotinylated to a much lower extent. Thus, peptide 4 solution was 

considerably less biotinylated peptide rich than peptide solutions 1,2, and 3.  
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 An electron microscopy analysis of the carboxylated SWCNTs and the peptide 

functionalized SWCNTs was also performed. The samples were examined in the field 

emission scanning electron microscope (FESEM) in the STEM mode. Micrographs from 

each sample can be seen in Figure 5-8. 

 

Figure 5-8: STEM micrographs of the carboxylated SWCNTs (A) and 

SWCNTs with covalently attached peptide 2 (B). 

As seen in Figure 5-8, the SWCNTs in Figure 5-8 (A) seem to have a much more defined  

surface edge than those in Figure 5-8 (B). Due to the only difference in sample preparation 

being the presence of the peptide, the extra material that appears on the surface of the 

SWCNTs present in Figure 5-8 B is most likely due to the peptide functionalization. 

5.6 PETN Liquid State Detection 

Following the attachment of each peptide to the sidewalls of the SWCNTs, the basis 

of a liquid state detection platform to test the ability of the peptide-SWCNT system to bind 

to PETN was investigated. In this test, PETNH was biotinylated with hydrazide-PEG4-

biotin in order to track its interaction with the bio-functionalized SWCNTs. Here, the 

biotinylated PETNH was initially purified by placing them in contact with a solution based 

A) B)  

200 nm 200 nm 
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on suspended carboxylated SWCNTs which acted as a filter. The carboxyl groups present 

on the SWCNTs reacted with the EDC and biotin trapping the unreacted biotin. This 

process resulted in a purified biotinylated PETNH that was subsequently quantified via 

mass balance through a HABA/Avidin assay. Different masses of carboxylated SWCNTs 

were tested as filters. The results can be seen in Figure 5-9. 

 

Figure 5-9: Results of the removal of excess of biotin (free) using different 

amounts of carboxylated SWCNTs which acted as a filter. 

As seen in Figure 5-9, as the mass of the carboxylated SWCNT filter is increased, the 

amount of excess biotin removed increased. Also, it is observed that once 40 mg of CNT 

filter was used, the graph begins to level out. This suggests that the majority of excess of 

biotin is removed when using 40 mg of carboxylated SWCNTs acting as a filter. 

Following the purification and quantification of the biotinylated PETNH, it was then 

added to the peptide functionalized SWCNT solutions. The solutions were then rocked for 

2 hours, and the supernatant was subsequently removed and filtered. The biotinylated 

PETNH content in the wash (unbound) was quantified, and through a mass balance of the 

biotinylated PETNH before and after the exposure to the functionalized SWCNTs, the 

amount bound to the SWCNTs was determined.  
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 The liquid state detection tests were carried out by adding 325 μl of biotinylated 

PETNH to 5 mg of peptide functionalized SWCNTs. This was also carried out on the 

SWCNTs functionalized with biotinylated peptide to test if the presence of biotin had any 

effect on the explosive binding. It is important to note that in each trial, the 325 μl 

biotinylated PETNH samples added to the SWCNTs were from the same solution. This 

removed any error that could arise from different PETNH concentrations. Additionally, 

325 μl of biotinylated PETNH was added to 5 mg of carboxylated SWCNTs to act as a 

control. The amount of biotinylated PETNH detected by each peptide/SWCNT system is 

presented in Table 5.9. 

Table 5.9 : Results of the liquid state detection test on the four identified 

peptides from the M13 phage library and the BII. The labeling B indicates that the 

SWCNT sensor was functionalized with a biotinylated peptide. 

Trial 

Functional 
Detection 

Group 
Biotinylated PETNH 

Detected (mmol) 

Percent of Initial 
Biotinylated PETNH 

Detected 

1 

COOH 1.52 ⨯ 10-ସ 38.36 
BII 1.39 ⨯ 10-ସ 34.78 
1 9.06 ⨯ 10-ହ 22.84 

1B 8.37 ⨯ 10-ହ 21.09 
2 2.26 ⨯ 10-ସ 56.82 

2B 2.49 ⨯ 10-ସ 62.52 
3 2.42 ⨯ 10-ସ 60.75 

3B 2.30 ⨯ 10-ସ 57.75 
4 2.58 ⨯ 10-ସ 64.67 

4B 2.75 ⨯ 10-ସ 68.97 

2 

COOH 8.32 ⨯ 10-ହ 28.25 
BII 1.39 ⨯ 10-ସ 33.50 
1 1.58 ⨯ 10-ସ 53.83 

1B 1.68 ⨯ 10-ସ 57.15 
2 1.56 ⨯ 10-ସ 52.83 

2B 1.30 ⨯ 10-ସ 44.20 
3 1.82 ⨯ 10-ସ 61.80 

3B 1.15 ⨯ 10-ସ 39.21 
4 1.38 ⨯ 10-ସ 46.85 

4B 1.02 ⨯ 10-ସ 34.56 
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As seen in Table 5.9, the biotinylated PETNH seems to have bound to the 

carboxylated SWCNTs, probably due to a physical entrapment of the biotinylated 

explosive in the SWCNT network. Indeed, carbon nanotubes can form tangled bundles that 

trap biomolecules [10]. This entangled network of carbon nanotubes can be seen in Figure 

5-10. 

 

Figure 5-10: SEM micrograph of carboxyated carbon nanotubes. The 

micrograph shows the entangled state that CNTs can present. 

As seen in Figure 5-10, these networks can become very tangled, creating regions that can 

accept and trap foreign compounds.  

 The results in Table 5.9 also show that SWCNTs functionalized by BII do not retain 

more explosive than the carboxyl control. Indeed, BII has been identified as a selective 

peptide for nitroaromatics as originally tested by Heller et al. [7] rather than for detecting 
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functional structures on general explosives. Conversely, the presence of peptides 1 through 

4 shows a high degree of biotinylated explosive surrogate binding (around 60 % of 

binding). Here, it can be observed that peptide 2 showed the highest degree of binding 

toward the PETNH. These results appear to be supported by the work carried out by  Khan 

et al. [4,5] where it has been stated that the existence of a leucine-tryptophan segment in 

the peptide may play a key role in modulating binding. 

From the results shown in Table 5.9, it is apparent that the detection of PETNH by 

peptide 1 in trial 1 seemed to be an outlier. One reason that can support this outcome was 

the lack of ultrasonication of the peptide/SWCNT complex before the addition of the 

biotinylated PETNH. The addition of ultrasonication seems to increase the available 

detecting functional groups in the peptide/SWCNT system. This ultrasonication step was 

implemented in the second trial using peptide 1, as well as both trials for all the other 

peptides. It is interesting to note from Table 5.9, that the presence of biotin in the 

peptide/SWCNT complex does not hinder the binding of the peptide to PETNH. This 

suggests that the biotin does not interfere with the PETNH interaction area of the peptide. 

Due to the consistency of all other trials, trial 2 of the biotinylated peptide 3 attached to 

SWCNT (39.21 %) was also considered as an outlier since it did show a decrease in binding 

when compared to its unbiotinylated (counterpart) peptide 3 system in trial 2 (61.80 %). 

5.7 Competitive Peptide ELISA 

In order to corroborate the selectivity of the identified peptides to PETN, a peptide 

ELISA was employed. Due to the selective consistency of peptide 2 towards PETNH in 

both the phage ELISAs and in the the SWCNT/peptide liquid state test, it was decided to 
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use this peptide for the competitive peptide ELISA test. The initial testing of this section 

consisted of corroborating if the 5 % NFDM in PBS block used in the phage ELISA was 

also an appropriate blocking agent for the selective peptide testing. Thus, five different 

blocks were tested: 5 % NFDM in PBS, 1 % casein in PBS, 1 % BSA in PBS, 1 % yeast 

extract in PBST, and 5 % fetal calf serum in PBS. These blocks were added in wells not 

containing PETNH to determine which block reduces the peptide binding in negative 

control wells the most. The results of the blocking buffer tests can be seen in Figure 5-11. 

 

Figure 5-11: Testing the effectiveness of each block in wells not containing 

immobilized PETNH. 

As seen in Figure 5-11, the wells containing 5 % NFDM in PBS exhibited the lowest 

absorbance and thus the lowest level of non-selective binding. It can also be seen that the 

1 % yeast extract in PBST, and the 5 % fetal calf serum in PBS also seem to have yielded 

a low degree of absorbance. Based on these results, the 5 % NFDM in PBS was also used 

as the blocking agent in the selective peptide ELISA tests. 
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 After determining the optimal blocking buffer for the peptide ELISA testing, the 

selectivity of peptide 2 towards PETNH and additional competitive analytes was tested. In 

the competitive peptide ELISA testing, the PETNH was initially immobilized in the amine 

functionalized wells via the carbodiimide chemistry followed by a blocking of the wells 

with 5 % NFDM buffer. In this testing, non-competition and competition wells were 

included in the protocol. In the non-competition wells, the biotinylated peptide 2 was 

added, whereas in the competition wells, a pre-mixture of peptide 2 and the competition 

substance was added. The competition substance considered in this work were PETNH, 

TNT, Nitrobenzene, Sodium Nitrate, and Pentaerythritol (initial structure transformed into 

PETN during the synthesis). These substances were investigated due to the fact that they 

contain nitro groups as well as similar chemical structures to PETN.  

After incubation of the wells, they were aspirated, and streptavidin labeled 

horseradish peroxidase (HRP) was added with the purpose of binding to any peptide that 

had bound to the immobilized PETNH. Finally, the addition of TMB initiated a color 

change due to its interaction with the HRP and the absorbance was read by visible light 

where a higher visible absorbance of a well meant a superior binding (and therefore 

selectivity) of the peptide to the immobilized PETNH. Indeed, if a tested substance 

competes with the peptide-PETNH binding, a lower absorbance would be observed in the 

corresponding competition well. The results of this competitive peptide ELISA testing are 

presented in Figure 5-12. 
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Figure 5-12: Selectivity testing of peptide 2 to PETNH and additional compounds 

with similar structures to PETN. The graph shows lack of competition from 

competing substances other than PETNH. 

 As  seen in Figure 5-12, competition of the peptide 2 with PETNH results in a lower 

absorbance than the testing of the pure PETNH-peptide without competition. This is 

because a competition of the PETNH with peptide 2 already used the interaction sites of 

the peptide which results in lower interactions with the immobilized PETNH in the wells. 

Indeed, this was expected because the peptide was tailored to PETNH. Testing TNT as a 

competitor also showed an average decrease in binding, suggesting that peptide 2 could 

also be a TNT binder. However, it is observed that its standard deviation overlaps with the 

level of binding in the non-competition PETNH. Looking at the level of binding in the 

nitrobenzene wells, it is observed that the nitrobenzene did not compete with the PETNH-

peptide binding since the absorbance of the nitrobenzene wells was similar to that observed 

in the non-competition PETNH wells. It is worth noting that nitrobenzene has a very similar 
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structure to TNT, so although TNT competition requires further experimental trials to 

determine if peptide 2 really binds to it, the lack of binding to nitrobenzene could suggest 

that peptide 2 may also not bind to TNT. Also shown in Figure 5-12, are the absorbance of 

the Sodium Nitrate and Pentaerythritol competition wells. The absorbance showed in these 

wells were similar or higher than the non-competition wells suggesting that they do not 

compete with peptide 2 binding to PETNH. These results seem to indicate that peptide 2 

has a relative selectivity towards PETNH.  

5.8 Modeling 

In this work, the electrical properties of a plain SWCNT FET were modeled using 

the density functional tight binding (DFTB) theory. In this study, a plain SWCNT was 

modeled as part of a FET system and variables such as the dimensions of the FET and gate 

voltages were investigated. Once optimized, a modeled peptide was attached to the 

SWCNT, and the electrical properties of a peptide functionalized SWCNT FET were 

studied. Finally, using DFTB the change in electrical properties of the SWCNT FET 

interacting with PETN were modeled. 

5.8.1 Modeling of the Electrical Properties of a Plain SWCNT 

Before DFTB could be implemented, the geometry files for a semi conducting 

SWCNT were generated. This was carried out using the TubeGen Online - Version 3.4 

software in conjunction with Jmol molecular modeling software. The generated 8,0 

SWCNT can be seen in Figure 5-13, where the 8,0 is related to the integers m,n of the 

SWCNT’s chiral vector, representing a zig-zag conformation (see section 2.1.1). Here, an 
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8,0 SWCNT conformation was used since it represents a semiconducting nanotube (an 

electrical feature most commonly used in SWCNT-FET sensors) [11–13].   

 

Figure 5-13: Visualization of a 8,0 SWCNT using the Jmol molecular modeling 

program. 

As seen in Figure 5-13, the SWCNT generated had two open ends. The diameter of the 

generated tube was 0.63 nm and the length was 11.03 nm. Using this generated tube, the 

xyz positions were used to create a geometry file that was then imported into the dftb+ 

program. 

 After corroborating the geometry of the system, the density of states for the 

generated 8,0 SWCNT was calculated to confirm the semiconducting nature that should be 

inherent in a zigzag CNT structure. The density of states for the 8,0 SWCNT is shown in 

Figure 5-14. 



 

208 
 

 

Figure 5-14: Density of States for an 8,0 SWCNT showing a 0.31 eV band gap. 

 

As shown in Figure 5-14, the calculated density of states using dftb+ exhibits a 0.31 eV 

band gap. This band gap was obtained by subtracting the energy of the conduction band (-

4.21 eV) edge from the energy of the valence band edge (-4.52 eV). Band edges are shown 

by the dashed lines in Figure 5-14. Experimental work of Peng et al. [14] showed that a 

8,0 SWCNT semiconducting tube implemented in a FET setup had a measured band gap 

of 0.5 eV. Comparison of these values shows that the dftb+ representation is a close 

approximation of a real experimental setup.  

Once the geometry and band gaps were verified, the dftb+ program was 

implemented to study the effect of changing the gate dimensions at a bias voltage of 0.1 V. 

The gate length parallel to the SWCNT was varied between 1.2 nm and 5.0 nm and both 

planar and circular gates were studied. The planar gate setup modeled the FET with the 

0.000

50.000

100.000

150.000

200.000

250.000

300.000

350.000

-25.000 -20.000 -15.000 -10.000 -5.000 0.000

D
en

si
ty

 o
f S

ta
te

s

Energy (eV)

0.31 eV Band Gap 



 

209 
 

dielectric layer laying on top of the CNT, while in the circular gate modeled the dielectric 

layer as a continuous layer around the CNT. The results of the different gate lengths and 

gate type are shown in Figure 5-15. 

 

Figure 5-15: Model of the electrical current versus gate voltage using circular and 

planar gates.  The graph shows the electrical response of a plain SWCNT featuring 

an n-type behavior. 

 

As shown in Figure 5-15, the increase in current with an increase in gate voltage 

suggested that a 8,0 SWCNT acts like a n-type semiconductor. This is because in an n-type 

semiconductor, as the gate voltage increases, the conducting channel is widened, allowing 

for higher conduction [15]. This was expected since although semiconducting CNTs are p-

type under ambient conditions, they are actually n-type inherently in the absence of oxygen 

[16–18]. Here, the absorbed oxygen results in a charge transfer from CNTs to the absorbed 
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oxygen resulting in a p-type doping. Indeed, the SWCNT modeled was undoped and did 

not contain any oxygen.  

Another observation from Figure 5-15 was that the difference between circular and 

planar gates was insignificant. Under lack of atmospheric conditions this would be 

expected because the operation is virtually the same. Only under atmospheric conditions 

where the wrapping around the dielectric would keep oxygen from absorbing onto the CNT 

should the different gate geometries make a difference. Based on these results, planar gates 

were implemented throughout the rest of the modeling study. Indeed, a planar gate allowed 

for the surface of the CNT to be exposed, whereas in the circular gate the CNT is 

completely enclosed by the dielectric gate. Circular gates are used for on/off FET 

applications [19], but since this research work focused on the detection of PETN through 

the interaction of a peptide on the surface of a SWCNT, a circular gate would block this 

interaction from happening.   

Comparison of the simulated electrical current versus gate voltage graph (see Figure 

5-15) to literature data shows a similar n-type trend as shown in Figure 5-16. As it is 

observed in Figure 5-16, both SWCNT FETs act as n-type semiconductors when are not in 

the presence of oxygen. One primary difference between Figure 5-15 (modeled data) and  

Figure 5-16 (literature data) lies in the order of magnitude of the electrical current in 

Derycke et al.’s study [16]. 
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Figure 5-16: Current versus gate voltage for two individual semiconducting 

SWCNTs in the absence of oxygen [16]. 

When compared to this research work using the DFTB theory, it was observed that the 

electrical current here obtained was in the 10-଻ amphere order of magnitude, while Derycke 

et al.’s results exhibited currents in the  10-ଽ amphere range. This could be due to a few 

reasons. The SWCNTs used in this research work had a diameter of 0.63 nm while those 

in Derycke et al.’s study were 1.4 nm in diameter. This suggests that the chirality of the 

observed SWCNTs were not 8,0 in Derycke et al.’s study. In fact, their work never stated 

the chirality of the studied tubes. Also, the conducting channel in this research program 

was only 11.03 nm long while those used in the experimental study were much longer tubes 

spanning in a width of 250 nm between contacts. A longer SWCNT would mean a higher 

baseline resistance and thus a lower electrical current.  

 Electrical currents in the order of magnitude of 10-଻ ampheres are better 

corroborated by the work performed by Bushmaker et al. [20]. In this study, 8,0 SWCNT 

FETs were experimentally tested and modeled using DFT. A plot of their electrical current 

versus gate voltage is shown in Figure 5-17. 
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Figure 5-17: Electrical current versus gate voltage for a plain SWCNT  (red circles) 

and CNTs exposed to ionized gas (cyan circles) . Included in the plot is the modeled 

data using DFT (solid red and cyan lines respectively) [20]. 

 

In Figure 5-17, the main set of data to consider is the red circles that represent the 

experimental data of a 8,0 SWCNT under 0.1 V bias voltage in ambient conditions. Indeed, 

these conditions are comparable to those modeled in the present research work except that 

the tests run by Bushmaker et al. [20] were in ambient conditions. Since the tests and 

models were run in air, their FET acts as p-type. However, their electrical current is in the 

order of 10-଻ ampheres, which seems to corroborate the model presented in this research 

program.  

 Following the electrical current versus gate voltage study, an electrical current 

versus bias voltage investigation was performed at -0.15 V, -0.2 V, and -0.3 V gate 

potentials. A planar gate with length 5.0 nm was also here used based on results shown in 
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Figure 5-15, where it is observed that this gate length produced a smoother n-type curve. 

Also, the 5.0 nm gate length resulted in a better convergence of the iterations at each data 

point. The results of the electrical current versus bias voltage study are presented in Figure 

5-18. 

 

 

Figure 5-18: Electrical current versus bias voltage for a plain SWCNT  at -0.15 V, -

0.2 V, and -0.3 V gate potentials (GP). 

As seen in Figure 5-18, at low bias voltages, a gate voltage of -0.15 V results in the highest 

current through the CNTs conducting channel. This is again expected in an n-type 

operation [16], since as the gate voltage becomes more positive, the channel for conduction 

becomes larger. When comparing gate potential of -0.15 to -0.2 V the electrical current 

does not vary significantly at higher bias voltages. In contrast, a gate potential of -0.3 V 

produces the highest current at larger bias voltages. This is believed to be due to 

convergence issues. Indeed, at a gate potential of -0.3 V, the model was not converging 

well. Due to this issue, some of the accuracies were relaxed to allow for convergence. 
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Considering these results, a gate potential of -0.15 V was used to study the peptide/SWCNT 

and peptide/SWCNT/PETN systems. 

5.8.1  Modeling of the Electrical Properties of SWCNT/Peptide and 

SWCNT/Peptide interacting with PETN systems 

Once the modeling of the plain SWCNT was investigated, the electrical properties 

of a peptide functionalized SWCNT and the change in electrical properties induced by its 

interactions with PETN were modeled. In this research work, peptide 1 was attached to the 

middle of the SWCNT to create the SWCNT/peptide system. In contrast to experimental 

work where peptide 2 was selected for investigating selectivity towards PETNH, the 

peptide 1 was here selected because it contained the most similar peptide segment to the 

protein interaction site shown in Khan et al. work (Leucine-Tryptophan-Threonine) [4,5].  

To study the interaction of the peptide with PETN and its resulting electrical properties 

output, the PETN was oriented at an equilibrium distance from the indole side chain present 

in peptide 1. This location was selected because the work by Khan et al. showed a possible 

interaction between nitro groups of the explosive and the indole group of the peptide [4,5].  

The SWCNT/peptide modeled complex is shown in Figure 5-19, whereas the 

SWCNT/peptide/PETN system is shown in Figure 5-20. 

 

 

 

 

 

 



 

215 
 

 

 

 

 

 

 

 

 

Figure 5-19: Schematic of the SWCNT with covalently bound peptide 1 at the center 

of the tube. The indole side chain is highlighted by the orange circle. 

 

 

 

 

 

 

 

 

 

Figure 5-20: Schematic of SWCNT covalently bound to peptide 1 at the center 

of the tube and PETN (orange circle) located near the indole side chain at 

equilibrium distance. A) Low magnification, B) High magnification 
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Operation parameters for the modeling of these two systems were obtained from the 

initial SWCNT modeling which were a planar device and a gate length of 5.0 nm. For the 

electrical current versus gate voltage studies, the bias voltage was set at 0.1 V. The results 

of the electrical current versus gate voltage are shown in Figure 5-21. 

 

Figure 5-21: Electrical current versus gate voltage results for a SWCNT/Peptide 

and a SWCNT/Peptide/PETN system. The arrows next to each data set indicates the 

corresponding reading axis. 

As shown in Figure 5-21, the addition of peptide 1 covalently attached to the SWCNT 

sidewall resulted in a two order of magnitude decrease in the electrical current when 

compared to Figure 5-15 (plain SWCNT). This phenomenon has been corroborated by 

Chen et al. [21]. In the work performed by Chen et al., SWCNTs experienced a decrease 

in conductance when functionalized with proteins such as streptavidin and staphylococcal 

protein A. This is most likely due to either a charge transfer between the protein and the 

SWCNT, or a gating effect induced by the protein. One interesting feature to observe in 

Figure 5-21 is that at a gate potential of -0.05 V, the added PETN interaction increased the 
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electrical current almost two orders of magnitude. This suggests that at this gate potential, 

the PETN and peptide interaction results in a donation of electrons to the SWCNT channel. 

The larger difference in electrical current is seen at higher gate voltages because this is 

considered the on regime for a FET [15]. In the off regimes, almost no electrical current is 

present. In this on regime is where the largest differences in conductance due to the PETN 

interaction will occur.  These results (at a gate potential of -0.05 V and bias voltage of 0.1 

V) advocate for experimental trials of a 8,0 SWCNT FET for detection testing of PETN. 

 For the electrical current versus bias voltage studies, the gate voltage was set to -

0.15 V, and again the SWCNT/Peptide and SWCNT/Peptide/PETN systems were 

investigated. The results of the electrical current versus bias voltage studies are shown in 

Figure 5-22. As it was observed in the electrical current vs. gate voltage study (see Figure 

5-21), the addition of a covalently attached peptide on the SWCNTs also resulted in a 

decrease of the electrical current vs bais voltage profile when compared to the plain 

SWCNT (see Figure 5-22 and Figure 5-18). Also, it can be seen that at a bias voltage of 

1.1 V the interaction of peptide 1 with the PETN increased the electrical current by one 

order of magnitude which again suggests that the PETN-peptide interaction results in a 

donation of electrons to the SWCNT channel.  
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Figure 5-22: Electrical current versus bias voltage of a SWCNT/Peptide and 

SWCNT/Peptide/PETN system. The arrows next to each data set indicates the 

corresponding reading axis. 

The modeling work in this research program has shown that the DFTB theory in 

conjunction with non-equilibrium Green’s functions can model changes in the electrical 

properties of a peptide functionalized SWCNT FET caused by the interaction of PETN 

with the system. In some conditions, this interaction will induce an increase up to two 

orders of magnitude in the electrical current of the system. Future modeling work should 

focus on the analysis of the other peptides identified via the phage display experimental 

work here performed (see Table 5.4). It is possible that the best peptide for detection 

applications could be predicted using the presented modeling work. Additionally, the 

location of the peptide on the SWCNT and the peptide/PETN interaction should be further 

studied. Optimization of these locations could assist to theorize the detection mechanism 

involved in biologically functionalized carbon nanotube based sensors. 
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Chapter 6 Conclusion 

The present research work has identified and investigated the amino-acid sequences 

that display a selective affinity towards a pentaerythritol tetranitrate (PETN) explosive 

surrogate using a phage display library approach. PETNH (pentaerythritol trinitrate 

hemisuccinate) has been used as the PETN surrogate, due to the presence of a carboxyl 

group in its structure, which allows its immobilization onto amine coated wells via an EDC 

[1-Ethyl-3-(3 dimethylaminopropyl) carbodiimide] chemistry in an ELISA identification 

testing. Although phage display is a commonly used technology for identification of 

peptides towards specific bioanalytes, this research program addresses a new way to 

immobilize explosive surrogates onto microwells and presents for the first time peptides 

that show affinity towards PETNH. Also, an identified peptide from the phage display 

library technique here investigated has been used to functionalize a single wall carbon 

nanotube (SWCNT), and the peptide-CNT system has been tested for a liquid state 

detection of PETNH. Finally, the SWCNT/peptide complex has been modeled in a field 

effect transistor (FET) sensor configuration using density functional tight binding (DFTB) 

theory in order to identify the configuration and electrical properties of solid state 

nanosensors. 

In this work, it has been shown that a covalent immobilization of a PETN surrogate 

(PETNH) via attachment of the surrogate’s carboxyl group onto amine functionalized wells 

resulted in a high degree of binding in the test wells. Further optimization on the PETN-

amino functionalized wells was obtained by using blocking buffer based on 5 % non-fat 

dry milk dissolved in PBS. Here, the optimal amount of immobilized PETNH in the test 

wells was obtained by using 1 μg of the surrogate explosive with 10 times molar excess of 
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EDC. ELISAs performed under the optimized conditions showed that the Ph.D.-7 library 

contained phage with specificity towards PETNH. 

After optimizing the ELISA procedure and confirming the presence of specific 

phage in the library, a biopanning procedure against immobilized PETNH was carried out 

to further identify selective phage towards PETNH. It was shown via titers that after three 

biopanning rounds, there was an eleven-fold order of magnitude decrease in phage 

concentration. This confirmed that only phage with a relative level of selectivity made it 

through the panning process. From the titer of the third panning round, four plaques were 

removed, amplified, and PEG purified.  Using the PEG purified product of each of the 

isolated phage, ELISAs were performed to determine the relative levels of selectivity for 

each phage. 

The isolated plaques were then sequenced to determine the composition of the 

peptide expressed on the phage surface. It was observed through gel electrophoresis that 

the purified DNA possessed good integrity. Also, a NanoDrop UV-Vis Spectrophotometer 

test on each sample showed that the DNA sample was sufficiently pure. It was also shown 

that each sample produced a unique peptide sequence. Observations of the selected 

peptide’s sequences showed that they displayed similar segments to those observed in 

PETN reductase which is a protein known to interact with explosives such as TNT. 

Following the sequencing of the identified peptides, these were attached to carboxylated 

SWCNTs. Here, the peptides were tagged with hydrazide-PEG4-biotin in order to quantify 

and corroborate their coupling to the nanotubes. Also, using biotin as a tracking approach, 

the detection capabilities of the peptide functionalized SWCNTs towards PETNH in the 
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liquid state was performed. It was observed that the peptides investigated were able to 

detect about 1.6 x 10-ସ mmol of PETNH. 

The selectivity of one of the identified peptides was further investigated by testing 

it against TNT, Nitrobenzene, Sodium Nitrate, and Pentaerythritol. The initial results 

showed that neither TNT, nitrobenzene, sodium nitrate, nor Pentaerythritol compete with 

the PETNH binding of the selected peptide.  

The solid state detection capabilities of a SWCNT/ peptide system were also here 

simulated using DFTB theory. In this work, an 8,0 SWCNT with a diameter of 0.63 nm 

and a length of 11.03 nm was modeled in a FET configuration. The electrical properties 

were simulated, and the electrical current versus gate voltage curves showed that the 

SWCNT acted like a n-type semiconductor. This was expected due to the lack of 

physisorbed oxygen in the SWCNT. In the conducting state, the system current was on the 

10-଻ Amps order of magnitude. 

When a simulated peptide was covalently attached to the SWCNT side wall, the 

model showed that the device still acted as a n-type semiconductor, but the electrical 

current in the conducting state decreased by two orders of magnitude. The peptide-SWCNT 

system was also modeled in the presence of PETN. It was here observed that although the 

system also maintained its n-type character, the interaction with the PETN resulted in an 

increase in the elctrical current of the SWCNT/peptide complex. It was also observed that 

at a gate voltage of -0.05 V and a bias voltage of -0.1 V, the SWCNT/peptide PETN 

interaction system showed an increase of the electrical current change by almost two orders 

of magnitude (from 10-ଽ to 10-଻ Ampsሻ. This suggested that the interaction of PETN with 

a peptide functionalized SWCNT results in a net donation of electrons to the conducting 
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channel. Likewise, comparison of the electrical current versus bias voltage for the 

SWCNT/peptide and the SWCNT/peptide/PETN system showed that at -0.15 V gate 

voltage and 1.1 V bias voltage, the SWCNT/peptide PETN interaction system exhibited a 

one order of magnitude increase in the electrical current. The results of these simulations 

can therefore provide possible operation parameters for real solid state FET detection 

system consisting of a peptide functionalized SWCNT conducting channel.  

In summary, this research program has shown that a phage display technology can 

be used to find peptides that selectively bind to explosive compounds (such as PETN). 

These peptides can then be used in conjunction with SWCNTs to create a sensing platform 

capable of detecting explosives in liquid state and potentially in solid state. Indeed, the 

theoretical modeling results suggest that these SWCNT/peptide systems can be utilized in 

a FET setup to detect PETN in the solid state.  It is expected that the present research work 

will lay the foundations for finding peptides selective to explosives as well as the operating 

electrical parameters to be used on CNT-FET sensors. 
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