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ABSTRACT 

NONSYMMETRIC MATRICES WITH APPLICATIONS 

IN LINEAR ELASTICITY 

Chiravut Santaputra 

Master of Science i n Engineering 

Youngstown State University, 1978 

The purpose of this thesis is to investigate and 

summarize some of the properties and characteristics of 

nonsymmetric matrices containing real components. 

Nonsymmetri'c matrices are associated with practical 

engineering problems which arise in the field of linear 

elasticity and the theory of deformable solids. 

ii 

This thesis is divided into two sections. The 

first section presents series of solutions of elastic solid 

problems illustrating typical conditions in which 

nonsymme·tric matrices are generated. The second sec t ion 

investigates the characteristics of nonsymmetric mat rices, 

including the concepts of the skew coordinate axes, 

biorthogonal coordinates, replacement by a symmetric mat rix 

and a skew symmetric matrix, eigenvalue-eigenvector problem, 

and the concept of the super matrix. 
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CHAPTER I 

INTRODUCTION 

1.1 Nonsymmetric Matrices 

Matrices that occur in the field of linear 

elasticity are both symmetric and nonsymmetric. The three 

symmetric matrices most Elasticians< 1 •2 •3)* traditionally 

associate with linear elasticity are stress matrix, the 

linear strain matrix, and the Hooke's Law matrix relating 

stress and strain. The matrix[A] defining the skew 

curvilinear axes of the _ deformed body, and the Jacobian 

matrix [J] which functionally defines the shape of the 

deformed body are two nonsymmetric matrices. These matrices 

play a primary role in defining the geometric shape of the 

elastic body in its deformed equilibrium state. Thus, it is 

very useful to study the properties and characteristics of 

the nonsymmetric matrices. 

The coordinates of the points in an undeformed 

solid are usually defined with respect to the rectangular 

coordinate frame. After the body deforms, due to applied 

surface forces, straight lines in the body parallel to the 

coordinate axes deform into curvilinear lines. The most 

efficient method to define the shape of the deformed solid 

* Numbers in parenthesis referred to literature 

cited in the Bibliography. 



is to formulate unit vectors tangent to these deformed 

curvilinear lines -. 

Let M(x,,xa.,X)) be a point in an undeformed solid. 

After the solid deforms the point M <x,,x,.,x)) moves to 
• * • Ii 

M<X,,Xi.,X)) with the displacements u,,ua.,U~ in the direction 

of x,,x 2 , X 3 respectively, (See Figure(l-1)) 

(~) 

( X)) 

Figure(l-1) Rectangular Coordinates-Deformed Geometry 

thus, 

2 

= X. + L,{ · 
I, I; 

l, = 1,1,~ (1-la) 

-~ 
R (1-lb) · 

where T,. 
I, is the unit vector in the X~ direction. It follows 

that 

-" c)R ,..,,-c. 
= X· l, = 1,2.,3 ax~ " 

,-.,;t. 

where x, is a vector tangent to the deformed curved line 

which in the undeformed body is parallel to the coordinate 
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. ~ ,..... * 
axes. Further ii'.. is ·defined as a unit vector in the Xi., 

direction 

·* 1,. 
v 

NJ N~ 

where \Xddefines the magnitude of the vector X~ (See Figure 

(1-2)) 

(~) 

Figure(l-2) Curvilinear Coordinates 

Noting Equations ( 1-la) and (1-lb) one obtains 

" 
R = (X,+l.l,)L,, + ( X-z. + v\2.) t:,'1, + (Xl+ U 3 ) i:i~ (1-lc) 

and 

,.., ~ -1 -oR 'oU, . 'oUi,;.. 'QLA)..:. x, :::: = (I+ ~X, )°Lt, + 'oX1 L,'1,.. + '<'X1 v3 'ox, 

hence, 

'aU, . 'oUi,..:. 'o u) ..:. 
rv If l 1-t ,ax,) Lt, + -ox, v-v + -ax, vJ 
L,, :: 

1(1+'o~1)l-+ \ 'O~z. )1, + ( O~l)i.' -ax, 'c)X, 'i) X, 

(1-2a) 



·¾ 
t 2. 

(1-2b) 

(1-2c) 

Defining 

I+~, = ( 1+ 'o~ . )~( 0 ~ .. f-1-( {)~.,r-
'oX, "oX, 'oX, 

1+·E2. = ( toy. f (1 fo~i. f· ( fo~:; r-
'o)(i- + -+- 'oti- + 'oX-. (1-2d) 

I+ E:; :: ✓(O':!, f ( <o~1.) \ ( l+ fo~?> f' 
'oX1, + 'o)(l IO'x'!> 

t e unit vectors are written in matrix form as 

. ~ 
I+ 1a~, t 0 0 'o~i 'o~3 lJ, I !+El 'oX 1 'o )( I "ox, 

· t I 0~, I+ 'Cl~t it)~., 'L, 0 0 vi. l l+E' <1 Xi. 0 )( l. 'OXi (1-Ja) 2. 

., rc,u, ~~1. It to~> 't 0 0 - (;l .) l+E3 ©Xl ~)(~ (a';(?> 

or in sym bolic form as 

{t*r [i±-£][J]T{t} 
T 

= -= [A J { t T (1-Jb) 

T e atr ( ,1f] for small deformation, small rotation linear 

elastic · y ( 4) becomes 



l~l -- 0 

0 

0 

0 

0 

0 

I + c>Y> 
-ax.) 

Expansion of each term in the above matrix in a 

and noting Equation (1-3b) gives 

- ~ oj" . 
t 'o~) l, I I 'o>t'i 'oX I 

' * 'OU, -a~~ '"C - \ .. 'l. 
1} )( z. '() X '2. 

. lf 
'a~1 u ~~'L. 

l,.} ~ ax~ '3 X3 

or in symbolic form as 

{t·\ 
T 

= LA]{t\ 

5 

power series 

(1-Jc) 

(1-3d) 

The matrix lA] is in general nonsymmet ric and defines the 

direction of a skew reference frame in the deformed body. 

The Jacobian matrix[J] as defined in Equation ( 1-3b) 

is a second nonsymmetric matrix found in linear elasticity. 

Matrix lJ1 is usually rewritten as 

[ J 1 [D1+[I1 (1-4a) 

where(D] is defined as the deformation matrix which is in 

general nonsymmetric. The matrix [ D] is further reduced to 

the sum of a symmetric matrix [e J and a skew symmetric matrix 

lw 1 in the form 
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[D,] = [e1 + [w1 ( 1-4b) 

where (e1 is the symmetric line r strain matrix and [w] is the 

skew symmetric rotation matrix . 

. 2 Bior.t hogonal Coor dinate 

The three unit vectors tangent to the deformed 

curvilinear l i nes of material body in the deformed 

equilibrium state are not in general perpendicular to each 

other. T ey usually form a·• skew angular coordinate frame. In 

a s kew angular reference system it is necessary to construct 
- - - (.5) a second set of vectors defined as v,, v,., ___ -, v., • This set 

of vec t ors together with the initial se t of base vectors 

u,,u1,----,ur1 along the original skew axes system satisfy the 

following biorthogonal conditions 

= 

:: 

0 

~d I 
l, ::. I, Z,. , . , ,¥1 

(1-.5a) 

The family of Q vectors and v vectors are associated with 

the matrices (u1 and LV], respectively. The matrix form of 

Equation (1-.5a) becomes 
T "T 

[v1Lul - [u1[v1 = [11 (1-5b) 

A nonsymme tric matrix(A] defined with respect ·to the dual 

coordinate bas is satisfies the condition that 

T T 

lv1[A1lu1 = 
"T 

[U)[A][V1 • [1\.1 (1-6) 
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where (.1\1 is a diagonal matrix of eigenvalues. If the 

original coordinate vectors u,,U 2 •• - • ,Ci 11 are orthogonal the 

second set of vectors v,,vz.-· .. ,v'" are also orthogonal and 

c.oincide with the first set. Thus, 

LV) = lu] (1-7a) 

and Equation (1-5b) reduces to 

1" ,. 
[u1 lu 1 : [u] (u1 -= [I) (1-7b) 

and Equation (1-6) becomes 

T 

lu1[A1[u) = [J\1 (1-7c) 

The latter case occurs if the matrix (A1 is symmetric. 

1.J Replacement of a Nonsymmetric Matrix by a Symmetric 

Matrix and a Skew Symmetric Matrix 

Any real nonsymmetri.c matrix may be replaced by the 

sum of a symmetric matrix .and a · skew symmetric matrix in the 

form 

[c1 ::r (A]+ lB1 (1-8a) 

where 

lA1 - ½ [cc1+[cf] - (1-8b) 

and 

(. B] = i [ [C]- [CJ,.] (1-8c) 

WILLI AM F. MAA(j LIBRARY 
. •. • n ,r-nl"lT\I 



where lA1 is a symmetric matrix and [B]is a skew symmetric 

matrix. Three special cases arise from Equation (1-8a): 

Case I - (.c 1 is symmetric; 

8 

[B] = [o] (1-9a) 

Case II - [c] is skew symmetric; 

(A] [o] (1-9b) 

Case III - {C) is orthogonal; 

[A][ B] = [BJLA) (1-9c) 

From Equations (1-4a) and (1-4b), the Jacobian matrix which 

indicates the shape of the body in the deformed equilibrium 

state is written as 

= [e] + (w] -t lI] 

or 

lJ] [ce)+[Il) + [w) (1-10a) 

and 

T 

[J} - [ce1 + [I)} - lwJ (1-lOb) 

where [A]= [e]+[ll and [B] = (.w] 

Of particular importance.in a deformable solids problem is 

the condition when (J] is an orthogonal matrix. It may be 

shown in this case that 
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:: [c ]lB] [A] [B][A}[C] ___ _ (1-11 ) 

These l a te equations r e ire th t lA1 , [ 81 and C.c1 have the 

sarn eigenvectors . One real eige vector associated wi th the 

components of the skew symmetric m trix lB]is a vector normal 

to a plane bout whi ch rotati o_ takes place. 

1. 4 Eigenvalue- Eigenvector Problem 

The nonlinear strain tens or( 4 ) in . the mechanics of 

deformab e s olids is given as 

(1-12) 

For the s pecial cas e of linear elasticity one obtains 

were the last four terms of Equation ( 1 - 12) are higher 

ordered terms . The eigenvector directions of i [CJJTlJJ-[IJ] 

are the principal directions of the strain matrix · le J (i.e. 

in the direction of principal stra in). Thus, given the 

onsymretri c matrix[~] it is expedient to investigate the 

eig nvalue - eigenvector problem of [J] premultiplied by its 

transpose . Hence, given a nonsymmetric matrix [A] with real 

components, it follows that the multiplication of matrix tAl 
and its transpose produces a symmetric matrix, that is, 

T 

[A][A] ..,.. [B] 
T 

-= (81 (1-lJa)" 

(A][A] 1 = [C} (1- l Jb) 



where [BJ and [C) are both symmetric matrices. In general 

(8].,. [C1 and as the result (8J[c1 f (C)(.B] The 

eigenvalues of lBJ and (C) are all real numbers and the 

eigenvectors are orthogonal, while for matrix (Al the 

eigenvalues may be real or complex and the eigenvectors may 

be real or complex. The diagonalized form of matrices lAJ, 
(.6] and [C] defined as [A) , tA

6
1 and ( A, 1 , respectively, may 

be shown to be 

0 

(A 1 = :: (1-14) 
& 

since both [S1 and (C] possess the same characteristic equation-. 

A special case arises when (s][c1 = [c1[B] . It follows 

that (8] = [c]. Three special cases are involved. 

-• . .., 
Case I - (A] is orthogonal, (A1 :: [A], eigenvalues 

are real or complex and the absolute value of each eigenvalue 

must be one. All complex eigenvalues appear in complex 

conjugate pairs. If (.A] is both orthogonal and symmetric all 

eigenvalues are real and must be only ±1, the eigenvectors 

are real and orthogonal. 

T 

Case II - LA] is skew symmetric, [A] = - [A] , 

eigenvalues are real or complex. If [A] is odd ordered 

matrix at least one eigenvalue is zero. - All complex 

eigenvalues have zero real parts and appear in complex 

conjugate pairs. 

Case III - [A] is symmetric, 
T 

(A] = [A] , eigenvalues 



re 1 d eigenvectors are orthogo al . 

Tl is thesis investigates the mathematical patterns 

i n the above c ases. 

1.5 Th Super Mat rix 

The concept of mul tiplying a nonsym etric matrix 

by its tr spos e and producing a s ym etric matrix as 

conside e in Section 1 . 4 leads t o the formulation of a new 

mat ix defined as the super m tri x( 6 ) whi ch is symmetric. 

Given a nonsymrnetric matrix[A1 of order ( Yl x YI). one constructs 

lA51 , the super matrix, in the fo m of a - partitioned matrix 

as 

[AJ 

I LO 1 I [A 1 
I 

T 

[A1 :[ o] 

(1-15a) 

[ A 1 is a sym etri c matrix which has an order (2VI X'l.Yl), twice s ... 
that of mat rix CA1. In addition the matrix (A

5
1 becomes 

I 

[A][A1
1 

i lo] 
1 

- - - - 1 - - -- (1-15b) 

[o] 
I T 

I [A]{A) 
I 

'l,. 

which has the same eigenvectors as t h e matrix [A5]. Also, [AJ 
has eigenvalues that are the square of the eigenvalues of 

lA51 . The f orm of Equat i on ( - 5b) r elates directl y to the 

concept of Section 1.4 in E t ion (1 - 13a) and (1-1Jb). 



CHAPTER II 

ENGINEERI NG PROBLEMS INVOLVING NONSYMMETRIC MATRICES 

2. Summa y 

In this chapter we summ rize the Jacobian matrix 

and its properties as applied to s eries of six realistic 

engineering problems that occur in the the ory of elastic 

soliq. Ass own in Chapter I, the Jacobian matrix defines 

12 

a set of vectors which are ta.~g nt to the curvilinear lines 

in the defo mable static equilibrium state, as will be shown 

the· Jacobian matrix may take· on properties of unit matrix,. 

symmetry, orthogonality, or general nonsyrnmetry. The 

following problems will be used to illustrate these 

conditions(?): 

1 ) Uniaxial extension of a threft dimensional 

slender rod. 

2) Three dimensional extension of a long slender 

rod under its weight distribution. 

3) Pure bending of a slender rod in three 

dimensions. 

4) Plane stress analysis of pure bending. 

5) Plane stress analysis of bending and constant 

shear. 

6) Plane stress analysis of bending and linearly 

varying shear . 
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2 . 2 un:axial Extensi on of a Thr ee Dimens ional Slender 

Rod 

A 

p (X~) 

,.,1 

( X1) 

Figure (2-1 ) Long Slender Rod in Tension 

Co side r a long slender rod of length L and cross 

ecti onal area A ·· subjec:t to axia fo r ce P as shown in 
' 

•'ig re(2- );the stress state within the. rod is constant with 

:::: 

and 

p 
A 

= 0 

Satisfying t e three equations of-stress equilibrium, the 

six equati ons of Hooke's Law for a linear elas t ic material, 

and the s ·x linear strain displacement equations, it follows 

that t he displacement field for the elastic body becomes 



t.A, = 

::: 

It follow rom Equation 

,..;, ;t. 
G, 

' l(' 

0 i'l.· -

t . 3 0 

u P - ./ - ><z A6 

( 1 - Jc) 

0 0 

I 0 

0 I 

4 

(2-1) 

at 

r,, 

"C,t-
2-2) 

I-., 

The lA] a · ix in t h i s c ase possesses the properties of 

symmetry, ort hogon lity s well as being uni t matri x . Thus, 

lines par 1 e to coordina te xes b fore deformation remain 

r e to these coordinate axes aft er deformation . 

Fin l ly 11 planes par llel to t he coor inate planes before 

efo mati on remain parallel tot. ese coordina e planes after 

efo . a t ion . 

2.J Thr ee Dimens ional Extensi on of a Long Slender Rod 

Unde· I ts We ight Dis tri buti on 

1 
L 

b 

(X,) 

Figu e (2 -2) Long Slender Rod under Its O½n Weight 
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Consider a long len er ro o 1 ngth L b "ect 

to it we · h t distribution wit. w i gh t per unit volu e '( as 

shown in p·gure(2 -2). The stress state within the rod is 

= 

and 

0 

S r is fyi · g t e three e ationc; o s tress equilib i m, the 

six equations of Hooke's L ,w for a linear elasti c mate rial, 

and the lin r strain displac t~ en . equations, it follows 

that the a·splacement field becomes 

u, == 

-A: X2.X.3 

== 
fl¥ 2- i. o ( i.. 1-fr ( X l + X 2. ) + 2~ X3 - L ) 

fol ows ro Equation (1-Jc) that 

0 

= 0 

Li, 

Tt 
2. 

(2-3) 

(2-4) 

;,,r. rvX r.v'ir 
vect or !;~ s perpendi cular to both v, and v~ . Straight 

l"nes ra~le l to the X3 direction before deformati on remain 

s i g t ines after deformation . The [A]matrix is 
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et i 
y; 

i in 
. 

ns c . o v v e _ , - .. ~rn co pa. s on 0 
E. 

unity the l t rix [A1 is ost near y or h ogonal , and the three 

unit V 

The coo 

,.:., " c t o s v(, 

inates 

lf

x, 

of 

~ .... IJ'l. 7 3 orm an or hogonal set. 

a point i n t e de orme d body are 

x, - J){x,x, 

A A 
Fo the .l i n e X2 == canst t = X2 ru d X, == const t == X, (i.e . 

a line p a lel to the X3 axis) it follows that 

x* - [_µ_y(k:_Xi.) - 1 t] 
3 2, £ I l. 2E' 

I 

\! 1 re - is 
~ 

a 1 in comp r son to n ity. Te latter 

io i s e equation fa st i t line passing through 

( /\ /\ ¥( "i- 'v 'I, 

po · t X, i X2. 
7 

['i;;yU(X,+XJ - L)) d having direction 

n bers { -JA{ ~,: -J-A/x1. : I} . The e 1 tter direction n bers 
,::.,i 

are just the constant numerica l comp,onents of the vector v3 • 
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2. 4 Pue Bending of a Slender Rod in Tree Dimension 

(X,~ 

I A 

-L] __ f-b-rl-------f-t-;:_-=--=--=--=--=--=--=--=--=---------=+-+......._-~~ 
1-l 

(X1.) 

Figure (2-3) Long Slender Rod in Pure Bending 

Consider a long slender rod of length L subject 

to bending m ent Mas shown in Figure(2-J).Tne stress state 

within the rod is 

= 

and 

T,, :: 

Satisfying the three equations of stress equilibrium, the 

six equations of Hooke's Law for· a linear elastic material, 

and the linear strain displacement equations ,,, .the 

displacement fi eld becomes 

(2-5) 
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0 - 0 s _o uatio ( - Jc) t 

;., ff 
v, -))_ti X 

i;r '2-
MX 
EI 3 11 

,.:., lt 

l; 'L ::: _).AM X 
£:I -i. 0 11- (2 - 6) 

,:... )f 

Hx _;_ 

Lt3 - 0 G~ (I ?> 
. ~ 

e [A] .at . f or t s C s is nonsy et ic, 'l is 
' -

p r e d "c l !:J · t o bot 
;.., t 
L,2. and 

,.:.. ~ 
l;:, • L. es p allel to 1i, before 

on -~e in 1.:n s a t er efo mat ion and all 

o e deio.m iom re ·n panes after 

form o • The matrix [A] is most ne arly ort. ogona 

planes 

p ovided the quantity ~! is s ma_ll in co parison to unity. 

The coordin tes of a point in t he deformed body are 

- ' 

= 

A 

For the pl ·1e X} = constant = X3 (i.e. plane p arallel to 

X, Xz. plane ), it follows that 

M " ~ 
- X X £1 3. \ = 

T a t ter equation is the equati on of a plane whose 

d . • • J Mx" ) 1rect1.on cosine s are.. - .=-1 ~ O I 
. I:: ' , • 
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2. 5 Plane Stress Anal;ysis of a Beam in Pure Bending 

( X:i.) 

I I 
I t~H ~: D \., - - _J -

(x ,) 

f<' L H t 

Figu e ( 2- 4 ) Thin Beam in Pure Bending 

Consider ,a long thin earn of len th L subje ct t o 

bending moment M as shown in Figure(2 -4), the stress state 

in the X,X1 plane is 

rr,, = ix~ 
rfz2 = 'Jii =- 0 

S 
... . s ying t equati on o stress equilibrium , the equation 

of Hoo e's Law for a linear elasti c aterial , and the strain 

displacement i4uatibns~ · the displacement fie ld becomes 

u, 

LA1 

I f ollows from 

. -t 

t 
I 

== M 
fr X, Xi 

- _ _,.µ1--1 i. M 'l.-
EI x'2. - 2E1x, 

Equation 

H --X f;I I 

( 1- Jc) that 

(2-7) 

'( 2-8) 

The Ul matrix possesses the property of orthogonality, 

assu i ng t e quantity~ is small in comparison t o unity . 

T us, a~ y two perpendicular lines parallel t o the coordinate 

a es be o_e deformati on re ain perpendicular lines after 



deformation. Noting 

= 

I\ 

it follows that, for the line ><, : constant = x, , and 

neglecting higher order terms in ~I, 
lf I\ x, -x, 

-M-

'°I 

Hence, straight lines parallel to X
2 

before deformation 

remain straight lines after deformation. 

2.6 Plane Stress Analysis· of Beam Bending with 

Constant Shear 

-~ p 

.no,:---- L -----•I 

Figure(2-5) Cantil$ver Thin Beam with Concentrated Load 

2 0 

Consider a thin long slender beam subject to force 

Pas shown in Figure(2-5), the stress state in the plane 

is 

,r,, 

0 

p 1. 3 p 
- - X -2.I i. - 2.th 

Satisfying the equations of stress equilibrium, the 

equations of Hooke's Law for a linear elastic material, . and 



h ne r s t a in ispl c ment a t · ons , he di sp acement 

ield b co es 

= £x ix,x1 (11 -L)T (t~)(fx1-f)+.JAf! ] 

:a_ E f_µ :: (X -L) + ( x_:_ ~J\)1 
£I l 2 I b 2 

i t allow r ~o Equation ( - Jc) that 

E [:JA~:-(Y:.~-X,L.\] I.J 
f:I 2. 2 J I 

:: 

L, 

( 2-9 ) 

( 2-10 ) 

The [A] matrix i s nonsymmetric . T e cos i ne of the angle 
,:.., ~ ,:.., x 

be tween l.1 1 and t,,1, i s given as 

cos e = 
'I, 

p ) ( V1i, i.) i"r (1~ i - x,.. 

On t ie s tress - fre e lines (surface) X2 = ± ~ , t he angle · 
2. 

. )" . If 

be tween t ,' and t1, is i rad i ans . On t he neutral axis 

one obtains 

. J . ii: 

( N r,-'• ) v, • v .. cos f3 -= 

or 

cos (j = 

Thus , lines parallel to X2 before deformat ion do not r emain 

perpendicular t o the curviline ar neutral axis after 

defo mat ion . 
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2.7 Plane Stress Analysis of Beam Bending with Linearly 

Varying Shear 

Figure(2-6) Simply Supported Beam under Uniform Load 

Consider a simply supported thin bearn of length L 

with uniformly applied stress t as shown in Figure(2-6). 

" For convenience the force per unit length tis defined with 
I\ 

q, = q.,t. The stress state in the plane X, X1 is 

'1,, = 

= 

= 

Satisfying the equations of stress equilibrium, the equations 

of Hooke's Law for a linear elastic material, and the linear 

strain displacement equations, the displacement field 

becomes 

u. 

(2-11) 



it follows from Equation (1-Jc) that 

: i r[µx,x~+( ~.
1
_L~1)l 

1 2£I ~ 3 4 ~ 

2J 

I h .. [-,~~ + ~· 1 
I+ 4 1 10 irFf L}~+~ljA~'~ - - - - - - -

= (2-12) 

The [A1 matrix is nonsymmetric. The cosine of the angle 
,:., I{ ,:... ~ • 

between L, 1 and t,i.· 1.s 

" cos e .::: 

h ~¥ On the stress-free lines X2 = ± - , the angle between v, and 
2 

;.., ., . ']( 
v'l- 1.s 2 radians. In general, one obtain 

"' 4, 

1 q,~x1 [, -( >5.1- )~] 
6 8I ~/1-cos e ::: 

:: '1,,1,, · 0 l1 - ttJ 1 

Thus, lines parallel to X1 before deformation . do not remain 

perpendicular to the curvilinear neutral axis after 

deformation except the line X1 = o . 



CHAPTER III 

BIORTHOGONAL COORDINATES 

J.1 General Trans f ormation Matrix 

' ' 
' -' V 

' .,, ..... .,, ________ ..:::,l.-' 

Figure(3-1) Rectangular Vector Components 

Given the x, 
7 

Xi, X~ axes defining a three 

dimensional orthogonal coordinate frame which has the unit 
. . . 

vectors u,, u
2

_. , 1~ , respectively. Also, vector V has the 

24 

orthogonal components · v,, v,., v3 related to the X 1;X2.,X3 axes. 

(See Figure(J-1)). It follows that 

-
V = 

or in matrix form 



{v\ : { v, v"- v,\HJ 
T 

{ V \ -::. lv\tt\ 
\~t) 

Figure(3-2a) First Skew Coordinate Axes 

( X1) 

lli!:!re(3-2b) 

V 

\ 
\ 

\ 

\ 

('l,) 

Second Skew Coordinate Axes 

25 

( 3-1 a) 

(3-lb) 



Given y, J y2 , y3 and z:, ~. z as additional sets of 
, J ' 

skew coordinate axes which have the unit vectors ~:, J2. , i} 

and ~J.ii"z., ...R) • respectively. Defining the angles between 

Y, . AWD X, AS 

Y2. AND x, As 

Y?> ANt> x, AS 

I 

e, 

II 
e, 

/II 

e, 

, 

and the angles between 

' Y, AN.1> Xa. As. ez. 

• u 
Y2. AN!:> x. AS fj. y AND X AS,::::, ., ., ' 2.. :!> v3 

m m 
Y?J Arv.I> X1 A.s ei , y3 AND x 3 As e3 
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I 

l, ANI> x, As ¢ I 
' 

2, AN!> Xi. As 1; ' 
to I ANI> X?> AS ¢; 

,/.. If 
2

2 
AN 1> x, AS 'f 1 , ca. AND x. As ¢: ' z 2. A ~D X3 As 1;' 

1:' "2:3 A 1v t> Xi. As ..1 "' i!3 AND X, As Cf1 , 
,, 

, z! J AND X3 As f3 

and also defining the coordinates of vector v as related to 
I I I 

axes as v,,v"- ,vl and as related to z,.)ia.,~
3 

axes 

" " " as v,, v"-, v 3 • one obtains 

= 
I:_ I • I • 

cos e, v, + cos e. "Ci. + cos e.3 'G3 

For convenience. let c.os e; ::: 1,, , cos e~ ~ 12., and wse; = 1<), , 

and in additional let the direction cosines of 5- be .l n 1 2- 12.., ..(,'1-' j 7-

and finally those of J3 be .,(~, L1..?> , l~~. The following 

matrix is formulated relating the orthogonal unit vectors 

and the first set of skew unit vectors · (See Figure(J-2a)) 

as 



27 

,,t 11.1 Ii, -v, 

= .t,i. lu .t~2. - ( 3-2 a) vi. 
-
J~ .t~ 11, j,H -c~ 

or symbolically 

= ( 3-2b) 

-
The vector V related to the first skew axes set becomes 

- ,_ I - ~ -
V ·= V1 :r, ~ V z.. J" i. + V 3 .J l 

or in matrix form 

{ V ~ ~ {v: v; v~\ li\ ( 3-3a) 

{v} :: {v'\T{J~ (3-3b) 

Combining Equations (J-1b) and (1-1b) aives 
' 

v;\ {~J { V, v,1H:) { / ' ( 3-4a) 
Vi. : v. v,. 

lvr{t\ = { v'}T{ J \ ( 3-4b) 

Substituting Equation (J-2b) into Equation (J-4b) yields 

{ V r [Lf T { 5\ : { v'r{ j r 
l v }\L 1_,. = { v'}T 

lLf
1

{ V \ :: { v'} ( 3-5a) 

{v\ = [L}{V') 



28 

In a similar manner one obtains 

{v} ::. ct1lv} · ( J- 5b) 

Equating Equations (J-5a) and (J-5b) gives 

[LJ{v'\ = CL 1 { v ~ 

{ v'} = lLfct1{v1 (3-6) 

Assuming ![L)l Io, and defining 

_, " 
[L1 (L) = [_T] (J-7) 

one obtains 

{ v'} = (3-8) 

The matrix (.TJ in the latter equation is the matrix that 

transforms { C\ into {v'\. In general it is nonsymmetric. A 

special case arises when 

are both orthogonal. It 

T 

(L] 

[t J 
T 

= 

Equation (J-7) becomes 

-1 

[T] 

or 
T 

[T] : 

Y, )Y.1,) Y-; axes and the 'i!,, ~,.~ '2 3 axes 

follows that 

_, 
(L) (J-9a) 

" -1 

[L] ( J-9b) 

,- T 

[L] [.LJ ( J-10a) 

( J-10b) 

Thus, LT) is an orthogonal matrix. 



29 

<y,) 

l,, 

Figure(3-3a) First Skew Coordinate Axes in Two Dimensions 

. • 
t, 

-
V 

Figure(3-3b) Second Skew Coordinate Axes in Two Dimentions 

For the case of two dimensions only 

rose, co, <1-e,) 1 [ <•••, s•~e, ] 
[LJ : :. (J-11a) /4 

cos e1 
co~ ( 7z. -ez.) c.osea. SIN 6~ 

( ~•~, SIN 9, l 
" LL] :: (J-llb) 

e..o s + 2. SIN ~z.. 

It follows that, 

[$1N0, -s,•e, l 
l L] 

_, 
• s._:e,-e,l -co,e, 

(J-llc) 
cos a, 



and the r efore , Equation (J-6 ) simpl i f ies t o the f orm 

-s1..ie, l[c.o~~, 
c.ose, tos ~ 1. 

Figure ( 3- L~) Skew Axe s Frames i n the Di mensions 

If the fo l lowing s ubs t itutions are made (See 

Figure( J- 4 )) 

e, = 0 

:: 

= o(, I 

" c,(,z. + y; 

One obt ains f r om Equation (J-12) the following result 

I ,... 
v, $\llloG,Z. C.OT "( + io S,(," SI Nol-i. C!',C Y v, 

3 

(J-12) 

I 
(J-1Ja) :: 

D I 

v1-
,.. 

-S INol I C,$(. 'i c.oso(. 1 -s INo{,
1
c,.OTl" V1, 

where 

D :, (J-1Jb) 



This result has been obt ined for this special two 

dimensional case by Kardestuncer( B). Assuming ¢
1 

= 0:i. + 1 
and r.r,, 

e + / 
I 2, the notion of a biorthogonal basis set is 
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defined. Axes Y1 and Y2.. are perpendicular to axes i! z. and 'i- 1 . 

respectively. It follows that 

) 

e,o s ei.-1. 
C-0& 0, 

( 3-14a) 

The two latter matrices possess a certain orthogonality 

characteristic, that is 

[I] (J-14b) 

[
l\lf ,.. 

where L J is the normalized form of [Ll with respect to 

matrix [L1. This concept is called a biorthogonal condition 

and is taken up in detail later in this Chapter. 

For the case where e •• e,-t1and ~2.• 'P,1'-1, y1 and "2 1 

are perpendicular to Y2. and c.1. , respectively, one obtains 

\

C,OS, 0 1 

LL 1 = 

Wtt0,+\) 

( 3-15a) 

and 

" [L] = (J-15b) 

Where 

l[L] \ = \c.tJ\ 



32 

" Since t L] and [.L] are both orthogonal, it follows that 

-1 T 

[T] = li] (J-16) 

and lTJis an orthogonal matrix. 

J.2 Biorthogonal Transformat i on 

When the equation of quadratic surface is defined 

related to a skew coordinate reference system, the matrix[A] 

associated with this geometry is by mathematical consequence 

a nonsymmetric matrix. The diagonal form of this matrix LA] 

is defined as the eigenvalue matrix lA1. Let [u]be the 

matrix which transforms [AJ into [J\.1; where (uJ is associated 

with the eigenvectors u,Jul-. - - - ,ull wh ich form a set of skew 

angular axes. As shown by Lanczos( 5), . one obtains 

[A J [U] = [UJ[l\1 ( 3-1 ?a) 

or 
_, 

[A] = [u] [A]luJ (3-17b) 

•. The transpose of matrix (A) has identical eigenvalues as [A]. 
T 

Let (.V1 be the matrix which transforms LA] into C.A], where [V] 

is associated with the eigenvectors Y,, v,.,. _ -,~ which also 

form another set of skew angular axes; one obtains 

T 

[A] [V} = [.V]U\1 (3-17c) 

or 

(.Al 
_, .,. 

:: (V) (.A") [V] (3-17d) 



JJ 

Taking t he transpose of both sides of Equation (J-17c) 

gives 

T i 

[V}LA] :: LA1C.vJ 

Postmul tiplying the latter e _uation with [U] yields . 

T ~ 

LV:l[A][U] (Al[V]LU] 

Substituting Equation (J-17a) into the previous equation 

gives 

( 3-18) 

Thus, the matrices L[V1TlU 1] and [l\.1 commute and have the same 

principal axes. Since [A] is a di agonal matrix; then [C.v]TlvJ] 

must be a diagonal matrix also. It follows that, 

- -
(Vi, • U,k) ::. 0 ~ t..k ( .3..;19a) 

( v~. u~) -::. t:,:, k (3-19b) 

- ~ 

if one normalizes the vector v~ with respect to u ii • 

Equations (3-19a) and (3-19b) define the notion of a 

bi orthogonal set of vectors. In symbolic matrix form one 

writes 

-r 
(VJ [U) ::. . -[I] ( 3-20a) 

or 

_, 
[U1 ( .3-20b) 
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or 
-1 T 

[V] (U1 (3-20c) 

Equating Equations (3-17b) and (3-17d) gives 

[1\] = 
_, _, ,. 

[u) (.A] (.V} , [V]lA]lV] • ( 3-21a) 

and not i ng Equations (3-20b) and (3-20c) yields 

C.l\] = 
, T T 

lV}[A1[.UJ ~ (U][A1lV] (J-21b) 

This transformation is call ed the biorthogonal t r ansformation. 
. . T \ 

For the special case ·when lA] is a symmetri c matrix, [.AJ = LA] , 

it follows that [UJ ~ lv]. Equations ( 3-21b) and (J-20a) 

simplify to the form . 

T 

[Al = [.uJCA1luJ ( 3-22a) 

and 

i 

LU)lLJ] = [1] ( 3-22b) 

respectively. This transformation is characterized by an 

orthogonal rotation of axes· which i s associated with an 

orthogonal transformation. 

Numeri cal Example 

72 

Given [A] = -24 -IO - 57 

-8 -4 -17 



J 

The three invariants of the matrix [A] are 

1, : ,,-10-17 ::: 6 

1-10 -57 . I 33 
71.. 33 

lb I 12 : + = II 
-4 -17 -s -17 -24 -10 

-10 -57 -24 -67 -24 - 10 

Il = 33 -1~ -+ 72 :. 6 - 4- -17 -6 -17 - e -4 

The characteristic equation becomes 

- " 0 

(11-1)(/1-2)(~-3) 0 

with eigenvalues as 

= 

For /\:: 1 the eigenvector is : G} 
For A= 2 the eigenvector is = 

For fl = 3 the eigenvector is = 

The (u) matrix is constructed as 



- 15" - I(, 

tu 1 ::: 12 I~ 

4 4 

Noting 

3~ -2.4 

T 

[A J = '" -10 

72. - 57 

T 

the eigenvalues of (A] and [A] are 

~ : I, 2. 1 3 

For ft:: I the eigenvector 

For A=2 the eigenvector 

For ). = '?> the eigenvector 

,¥ 

The matrix [ V] becomes 

: 0 

is 

is 

is 

0 

-J. 
.3 
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-4 

3 

-8 

-4 ' 
-17 

the s ame, hence 

{ v;\ = ~ !-
{vt} = l-~ I 

4/,; 

l v:} = 4/3 



s n oted 3- .9· ) i satis1ied t 0 

E uat·o ( 3-19b ) is not 
;,I' 

tis f'e • Normaliz ing m tri [V] 

w · t respect t o [U] to s · s-_y thio 1 tter condition yields 

0 -4. 

Cv} = 0 -4 

4 -3 -3 

e umeric - ors of E t·on (J -21b) beco es 

l~ 0 4 l l 33 

Ii 72 -IS - l {. 

-;1 -r 

[v}[A]lu] .: - 3 -24 -10 -57 12 13 

-4 -4 -3 - S -4 -17 4 4 

[: 

0 

:1 = 2 = [Al 

0 

-15 1'2. A 33 -24 -8 

T ,. 
[u 1 [A 1 lv] = -It, I?, /J. '" - 10 -4 

-4 :, 71. -57 -17 

l: 
0 

:1 = 2 = [A} 

0 

Also E ation ( J-20a) is satisfied by the numerical form 

I 

0 4 ][" 

-1' -A I .0 

~] ,. 
[ I] LV u) = 0 I -3 1'2. 13 .3 ::: 0 I :: 

-4 -4 -3 A A 0 0 

37 
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3.3 Repla cement of a Nons ymmet ic Matrix by a Symmetric 

Matrix and a Skew Symmetric Mat ix 

Any nonsymmetric matrix may be replaced by the sum 

of a symmetric and a skew symmetric matrix in the form 

[c} = [A] -l- [B] ( 3-2Ja) 

where 
,. 

[.A 1 (3-23b) 

and 
T 

[13] :. -[B] = (3-2Jc) 

and 

T 

[C 1 :: [A] - [S] (3-23d) 

Three general cases of matrix (c] are observed, 

Cas e I - [C] is symmetric, (SJ = [o] , and [c] • [A 1 

Cas e II - LC] is skew symmetric, (A]" [o] • and [c]=[B] 

Case III -(CJ is orthogonal; this case is the most 

important of the three and is considered in detail. 

the orthogonality conditions on lC] , it follows that 

and 

cc1\e1 = t(A1-tl311lu,r-t'1>11 = [A1"-c.1)1[A1+CA1lsJ-c.B1i = OJ 

Noting 

( 3-24a) 

(J-24b) 
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Subtracting Equations (3-24a ) d ( 3-24b) yields 

[A)[B) = (3-25) 

Noting Equation (3-23a), pos trnultiplying and premultiplying 

by (A) yields, respectively 

[ C] [A] ::. 

... 
[A]+ [B][A] ( 3-26a) 

and 

... 
[A] ( C] :: [A1 + [A][B] (3-26b) 

Combining the latter two equations with Equation (J-25) 

gives 

[Cl[A] : [A][c] ( 3-27) 

Similarly, one obtains 

[cJ(sJ :. [ B] [c] . (3-28) 

Combining };:qua•tions ·c 3-25), ( 3-27), and ( 3-28) yi~lds 

[A1(B]lc1 -= (C)[6][A] = [A)[c1(B] = . . . 
Thus, matrices · (A] , ( S] and (C] ·are diagonalized to [A,.] , L I\ 6 ] , 

[AJ by the same transformation matrix which is formed from 

their e i genvectors. Let the matrix that trans f orms LC)into 

C,\) be [w1 which is composed of complex components. This 

mat rix [wJ also transforms [A) and (B) into L./\."1 and t.J\ 11 • 
,., T 

Premultiplying and postmultiplying Equation (J-23a) by (W1 
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and (w1, r espect ively gives 

,-,T rJT f',/T 

(W1[C)lw] : (.W)LA)lW1 + lW1(.B1[w1 ( J-29a) 

and 

( J-29b) 

~ 

The symbol[] denotes complex conjugate form. All elements 

of (A) are real since [ A 1 is symmetric ~ d- all elements of Li\J · 

are i maginary or zero since LB) is a skew symmetric matrix. 

An alternate approach to the problem is to 

determine the real matrix [fVli] that transforms [A] into [A,J • 

and observe the operation of [MJ on the matrices le 1 and [6] in 

the form 

T T T 

[M) [C](M1 = [~1(A1[M] ~ [tv\J[B](.M] (3-30) 

• f T 

Matrix [c] = [M][C}l~] remains orthogonal since 

ll ll- T 

(c1(.C1 
T T T 

== [Ml(C]lM1[M)lC1[M1 .. [I1 

T T 

Also the matrices [M] [A] lM] and (M][B)(.MJ remain symmetric 

and skew symmetric, respectively since 

and 

Using .the complex analy~is approach, one 
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characteristic value of (c) must be either ! I , with other two 

values as complex conjugate pairs. The diagonal matrix C..!\J 

is written for convenience as 

0 0 

o a.+~b o ( 3-Jla) 

0 0 

'Lb~ where a T = I • It follows that, 

: : : l ( 3-31 b) 

and hence by Equation (J-29b), one obtains 

0 

o a.+~b 

0 O 

0 : : + \: ;b : l 
o o 0-1 o o -~b 

( 3-J1c) 

Using the alternate real analysis approach, one 

obtains 

0 O 

= 0 0., -b ( J-J2a) 

o b 

and 
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0 0 

[1\l ,, o 0., o ( 3-J2b) 

0 0 o., 

and hence , by Equation (J-31c ), it f ollows tha t 

0 0 0 0 

[: 
0 -~ l 0 0., -b -= 0 

°" 
0 -t 0 (3-32c) 

0 b a, 0 0 ()., b 

The three invariants of the matrices are 

MATRIX I, I,. 

lC} 2a.+1 'I. b,. 
0.+ +2.a. = 2G\ ti 

(.A1 2~+1 
'I. 

0,+2.a. 

[B) 0 b'I, 
0 

I t should be noted that T~C.AJ •TR(c1 , r, = T1 for matrix [CJ, 

and the sum of the second invariants for (AJand (~)equals 

t h e second invariant of matrix (C). 

Numerical Exampl e 

,h .73t..5 ,l!H'i 

Given L C ) "' . S -. 5' 8 B ~ -: 11 7 7 

' 
'1' 

[C1[C1 = [1] 

The thre e invariants of (C] are 
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11 = -.HS~ 

The characteristic equation becomes 

3 1 \ 
~ + .~bSC} /\ -.'H89/\ -I = 0 

with eigenvalues determined as 

ti :: I J -. 9 8 4 5 ± , 17 5 7 ~ 

. " ,791,3 ,0185 

The three invariants of [A 1 are 

I
3 

= .~HB9 

The characteristic equation becomes 

'I, 

r..3+.'Hs911 - A - - ~"B'? = 0 

with eigenvalues determined as 

: 1 - C3845 - 0 !,AS 
, • ' • ""J 

0 -.0018 ,0785 

[B] = l (cc1- (cf] : • 0078. 0 -.15~9 

"70785 . ,~6'?, 0 

The three invariants of [l,] are 



I -= o 
I ) I = o 

l 

The characteristic equation becomes 

= 0 

with eigenvalues determined as 

0 ! . 175& ~ 
' 
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Using the complex analysis approach the complex eigenvector 

matrix (.w) becomes 

· 6~3~ -~174 • :,\"74. 

[w} :: · 44 b8 (-. 428,-. Ob'37 ~) (-.Hs~+. 01,97~) 

.0441 ( -. O ~ H -. 7 o 3 8 ~ ) (-:.O~H +,70?,8~) 

with 

-8~~" ,44ti8 · 04,.i.l 

i 

cw1 = ,?/174 (-: (.28,+ -0(,'370) (-. Ol.H • .,03g t,) 

. i114 ( -. H ~ l. - . o "en C ) (-. O~H - .7o~sC) 

and 

0 0 

,-, T 

[W1C.W] :: 0 0 :: [I] . 

O 0 



Also 

,., ,. 
lWJ [c1t.w1 :. ~AJ -= 

,., T 
[W]lB]lW]= C.i\,l ::. 

It should be noted that 

0 

0 -. 0845 +. 1757 l, 

0 

0 

0 0 - . 9 8 .t 5 - • 17 51 ~ 

0 0 

0 -,'3845' 0 

0 0 0 

' 
0 , 1757 v 0 

0 0 -. 17S70 

0.,=-:<3845 ,b=,!757 and t.. b"' a,+ ,::. 

45 

I • 

Also, the first eigenvector of the[W] matrix is comprised of 

the normalized components of the vector associated with the 

skew symmetric matrix lB]. 

Using the real analysis approach the real 

eigenvect.or matrix LM} is determined as 

. 0981 

[M] ;: . 44b8 -. 0981 . SB74. 

,0441 -: 1Ho3 ·-.1:;2.s 

and 



0 0 

,. 
[M][M] = 0 0 ~ [I] 

0 0 

Also 

0 0 0 

-~ I T ,t 

[M1 [C 1 lKl -= [C) = 0 -. '3B45 -.1757 -:: 0 0v 

0 . 1157 -. 9845 0 b 

0 0 0 0 ,. 
[M][A1[M] ,. [AA] = o -.S84S O =- 0 ~ 0 

0 0 - . 98.iS 0 0 0v 

0 0 0 0 0 

-: I T 

[Asl lK1lB][~1 -=- -::. 0 0 -. \757 = 0 0 

0 . l757 0 0 b 

hence, 

0 0 0 C) 0 0 0 

O -:'HJ45 -.1157 = o -:9645 o + 0 0 -.1,S7 

O .1 7 !,7 -. '384.5 0 0 -. '3845 0 ,1757 O 

Let {h1 be the equivalent vector associated with the skew 

symmetric matrix [t,1 , or 
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-. 0786 

.oo7S 

After normalizing { b} to the unit vector { b"'~ with 

-8~:H 

. 441,6 

,OA.41 
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l b14\ is ·equal to the one eigenvector of [M] which, is associated 

with A,. = , and the single real eigenvector of [W] • The 

magnitude of { b 1 before normalizing is 

\{b} \ :: 
'I, 'I, 'l, 

.15'&~ + .0785 -r ,0076 
j \ 

:: ·. 17!11 

~ 

which is the remaining component of (BJ. 

b 



CHAPTER IV 

EIGENVALUE- EIGENVECTOR PROBLEM 

4. 1 The Multiplication of a Matrix by Its Trans pos e 

The multiplication of a nonsymmetri c matrix (A] 

with real components by its transpose produces a symmetric 

matrix, that is, 
,. 

T 
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[A][AJ .. [6] :: [BJ ( 4-1 a) 

,. 
(A][A] = [c] 

T 

[CJ ( 4-1 b) 

where both [ ~1 and [CJ are distinct but symmetric matrices. 

Postmultiplying Equation (4-1b) by[AJ and noting Equation 

( 4-la) gives 

:: [Alt.BJ 

or 

[c.J = [A][s]lA] 
_, 

( 4-2) 

Subtracting the quantity A UJ from both sides of Equation 

(4-2) gives 

· [[c)->iLr)) = [ [ ~ 1 (. B] (A/~ ). [I ) 1 
_1 

Substituting the condition [A1(A1" [t')into the latter 

equation and simplifying yields 



: 

or 

Taking the d terminant of both sides of the previous 

equation gives 

= I [ A 1 \ \ l [ B 1-~ [ 1 ) 1 \ I ( A Y1 I 

Noting that \[A1[~1-'\= \[A1l![Ai'\ = I , the latter equation reduc es to 

\ ~ [ c 1- >i l I 11 \ ( 4-Ja) 

Hence, [B} and [c] have the same characteristic equation and 

identical eigenvalues, t hat is, 

= [AJ = 
A 

[1\1 

In general [. BJ and ( C. 1 have different sets of orthogonal 

eigenvectors. 

4.2 General Case , [BJ =/: [C) 

(4-Jb) 

In general matrix (B1 is not related to matrix LC]. 

Let [X1 and [y1 be the orthogonal matrices which tra."'lsform lB1 

and [C) into the diagonal matrix. Also, let [U) and [v] be the 

biorthogonal transformation matrices that transform [A] and ,. 
(A1 into [A1. Noting Equations (J-21b) and (J-22a), one 

obtains 

T 

[A1 ::, [U1(.i\1[V) ( 4-4a) 



T ,. 
LA1 = [V][l\1lU] (4-4b) 

and 

[A1 
T 

:: [ X 1 l 61 lX 1 
T 

~ [Y][c1[Y] ( 4-5) 

Substituting Equations (4-4a) and (4-4b) into Equations 

(4-1a) and (4-lb) gives 

T 1' 
C [V)[A1LU][U][.i\1lV1 ( 4-6a) 

and 

[CJ 
T ,-

[ V JL A 1 l V] [V](..l\][U) ( 4-6b) 

Substituting Equations (4-6a) and (4-6b) into Equation (4-5) 

gives 

,- T T ,- T T T 

[A1 = [x)[v)(.A)tu] [u]tl\1 t V) (X1 :: (y][u)(J\1 lV] tv] t.~1lV) [Y) ( 4-7) 

Equation (4-7) represents the general relationship between 

the eigenvalues of the compound matri ces (e,1 and [C] and the ,. 
eigenvalues of the single matrices [A] and [A 1 . 

4. J Special Case, [B] = [ c] 

A special case arises when matrices (.BJ and [c] 

commute in the form 

[~ 1 cc 1 :: (C ][ 6 J (4-8) 

Matrices [BJ and [CJ have the same principal axes, thus 

[ )(] = [ y J (4-9) 
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Noting Equat ions (4-5) and (4-9), one obtains 

[e,J ~ [c] 
,. T " T 

= (.xJ[l\1lX1 = lYJlJ\l(YJ ( 4-10) 

Equation (4-7) reduces to 

T T ,- ,-

t_ V 1 LA 1 lU1 lU J lJ\ 1 l VJ = [LJJ[A1lVJ[V]t.A 1 lU) ( 4-11) 

This special case occurs for t hree important properties of 

matrix lA) _, 
T 

1 ) (A 1 is orthogonal, (A1 = [A1 , then 

lB1 = [c) • CI) ( 4-12a) 

T 

2) [A1 is skew symmetric, [A1 "' - [ A 1 , then 

[ e, J = [ C. 1 "" - [A 1 ( 4-12b) 

J) [A] is symmetric, [A] = [A].,., then 

'2. 

[B] = [C1 "' [A1 ( 4-12c) 

4. 4 [A 1 Is Orthogonal , 

Consider the case when (A] is a nonsymmetric 

" orthogonal matrix. Matrices [.A) , [ e,], [C) , (.l\1, lX] , and [YJ 

have all real components but matrices l U] , [ V) and l.t\1 may 

possess certain components which are complex numbers. Since 

(A) is a real matrix it equals its complex conjugate (i.e. 
,.,, 

[A1 = [Al). Equation (4-4a) is written as 

[Al 
T fJ N ,-I "( 

= [U)[J\1(.V) "' LU)[A]lV] 

Not ing the l atter equation and Equation (4-12a), Equation 
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(4-6a) becomes 

[B 1 = 
TN ,.., N "1" 

[VJ (.l\ 1 ( lJ] C. u )[ A 1 l V ] -= [t1 

T T 

Noting that lVHLJ1 = [V1 lV] = [I], the previous equation is 

written as 

t,J tv N T 

( u ] ll\. 1 l V J : 

_, ,. 
[V]lA1 (.U] 

or 
_, 

tA1 
TN ,v N T 

lU1(U][AlLV1[V] ( 4-13) 

Since lA1 · s orthogonal the absolute value of each eigenvalue 

of [A. 1 mus t be one. Thus 

,.., 
(A](J\] = [I] (4-14a) 

or 

fV _, 
[A1 : [A1 (4-14b) 

Comparing Equation ( 4-13), one ob;tains 

,. ,.., N ,-

[U][U] :. (V][V] [I) 

hence 

lVJ 
tv 

: LU] ( 4-15) 

It should be noted that if [A]is an odd ordered matrix, at 

le st one eigenvalue and eigenvector must be real. Also, 

the complex eigenvalues and eigenvectors must occur in 

complex conjugate pairs. 



4.5 (Al Is Skew Symmetric . 

For the case when [A]is a skew symmetric matrix, 

" the matrices [A], [BJ, (C1, [A1 ,[X] and [Y1all have real 

components: the matrices lu), [V] and [A1 may have some 

components which are complex numbers. Squaring Equations 

(4-4a) and (4-4b) one obtains, respectively, 

'l. 1, ,. 
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[A 1 = [U][A1CV) ( 4-16a) 

and 

f T 2. 
LLA1] = 

1,. ,-

[ V] U\1 [U] ( 4-16b) 

Substituting Equation (4-16b) into Equation (4-12b) gives 

( B 1 ... 
,_ T 

- [V1[A1[V1 

Taking the complex conjugate of the latter equation and 

noting · that real numbers are the conjugate of themselves, 

yields 

[B] :: 
IV '2. ,-.,.,-

- [ V] [A] [. \J 1 . ( 4-16c) 

Not ing Equations (4-12b), (4-16a) and (4-16c), it follows 

that 

tJ '\, ,., T 

L V 1 [A 1 (U] == 

" T 
[U][.l\1[v) 

T ,., T ,., 

Noting that [v)(lJ] =- CI)~ [V1CU1 the latter equationis rewritten 

as 
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Since [[V1\vJ 1 and [J\)v co mute , they have the same prin ip 1 
1, 

axes, and [.i.\1 is a diagonal matr . x. The matrix [cvfrv1] is also 

a diagonal matrix. But each eigenvector associated with [v1 

is normal ized to a unit vector , thus 

,. N' 

[Y)[V) = [ r 1 

It follows that 

[u] ::. 

N 

[VJ { 4-17) 

T 

Noting- that [A1 =-[A), equating Equation (4-4a) to the 

. complex· ·conjugate of equ~tion ( 4-4b) gives 

. T 

[V1[A1[V) 
,... (V IVT 

- lV]Ll\.](U] 

Substituting Equation (4-17) into the latter equation, one 

obtains 

,. ,._, T 

[U1[A1[V1 - ( u 1 [J\. 1 [ V) 

hence 

/V 

:: - [.l\1 { 4-18a) 

or 

,.., 
[.l\.1+[1\.1 :: [o] { 4-18b) 

Thus, the eigenvalues of the skew symmetric matrix have zero 

r eal part . For matrices of odd order at least one eigenvalue 

is zero. The complex eigenvalues have only imaginary parts 

and occur in complex conjugate pairs. 

/ 
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4. 6 [A 1 Is Symmetri 

All atrices involved in t his case have all real 

component . Squaring Equation (J-22a) gives 

t 

[A1 = 
,. ,.. 

[U1[A][U][V1lAJ[U] 

or 
'I,. T 'j. 

[Al = [U1 lA 1 [U] 

Noting Equation (4-12c) the latter equation becomes 

T 

[U1 [.t,)(.U] ( 4-19) 

Comparing Equation (4-5) to Equation (4-19) one obtains 

" [A 1 :. ( 4-20a) 

and 

[ul ... [X] ( 4-20b) 

It should be noted that all eigenvalues and eigenvectors of 

the symmet_ic matrix are real. If the matrix is both 

symmetric and orthogonal the _eigenvalues are only~ I. 
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4. 7 Summari o f Res ults 

For general c as e [B] j [C1 

T ,. 
T 

[A 1 :. (.UJ[A]lV] [AJ .. [V)tl\1[LJ] , 

" T I\ 
,.. 

[BJ ,: [X] [A 1 LX 1 
' [C] ... lY1U\]lyJ 

/\ 

[A~1 l.f\.) [l\.J :. -=-

" T 1' ,- ,- T T 

[Al = [x1[VJ[A1[VH.UJ[J\)lV][X1 =- [y][u][J-i.l[V)Cv)[A)t.uHyJ 

For s p ecial case when [~ 1 [c1 = [C1 le, J • i .e. [B 1 = [c. 1 

[X1 = [Y] 

,- T ,- ,-

(LJ 1[.t\] [V J[V 1 U\ "1 l U 1 = [v]ll\1lU)[U][f-.1[V) 

T 
1 ) [A] [A] = [Bl = l C] = [I] 

N 

[V] : [U] 
) 

.,. ,.., 
[V] [VJ ; [IJ 

[Af 
1 

= [A 1 , " [A] ,. [I] 

2) [A] 
,.. 

= - [A J 
N 

[VJ = [U] 
' 

,. ,.., 
[V)[V] = [IJ 

N 

[.l\ 1 = - [1\ 1 
) 

" [A 1 
1, 

:. - [.L\1 

.,. 
J ) lA1 =- [A1 

tV1 =- [LJ1 =- U<1 = [Y) 

[A1 ~ C./\11, 



CH PTER V 

THE SUPER MATRIX 

5. 1 Super Mat i x Formulation 

Any nonsymmetric matrix of order ( V\ x "') may be 

uti l ized to construct a part itioned symmetric matrix of 

order ( 2h x 2 ll1) • Given a nonsyrnme tric matrix [ A 1 one 

constructs a super matrix lAs] in the partitioned form 

LO] [A} 
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___ _j_ __ _ 
( 5-1a) 

T 

[AJ 1 [o1 

where [As 1 is a symmetric matrix of order ( Zvt x 21-1) • twice 

that of matrix [A 1. In addition the square of [Ar.l becomes 

Tl 

[o1 [A1[A1 1 

'2. I 
[A5} ;:: - - - - 1- - -- ( 5-1 b) 

I ,. 
lo1 1 [A1[Al 

I 

'I. 

The eigenvalues of [A51 are equal to those of [[A1T[AJ] and 

l[A1t.A1,.} which are always positive or zero . Let ol"'be .an ,. 
eigenva ue of [A51 , the eigenvalues of [Asl become ~ ~. 

'I, 

Since lA~1 is symmetric the eigenvectors of \:.As] and [As] are 

identical. Let {w1 be an igenvector of [As1 and [As1 ~ritten 



in the parti t ioned form as 

or 

-,i,[I} 
1 

[A1 {""\ 

-c;/i~:[~1- H 
I 

t ~l . Hence , 

{o} 

: 

H 
H 

Noting Equation (5-2b), one has 

and 

= 
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( 5-2a) 

( 5-2b) 

( 5-Ja) 

( 5-Jb) 

which is a set of linearly coupled algebraic equations. For 

the squa red form of matrix [AJ, one obtains 

[[Asl,. - /lr1}{w} =- {o} (5-4a) 

or 

I 

H H T '1, I 

[ ol [A1[A1-~[I)1 
I 
I : ---- ----------- - - - = - --I T ,.. 

H {o1 [ 01 1[A1[A1- "-- [ll 
I 

(5-4b) 

Equation (5-4b) yields the following two uncoupled equations; 

T 

[A}(A1{Vl1} = ( 5-5a) 

I I 
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and 

-r 

ol,,{~\ [A] l A) {V\ \ = ( 5- 5b) 

From t he t he ory developed in ChaI?ter III . one obtains 

[A}[AJ{x1 :::. cl,_ { X \ 

and 

[A] [ A ]-rt Y l = oG~{Y} 

wi th the condition 

{~\ tYl {~\ :: { X 1 = 

and hence, 

{w\ = \t~\-l . 
Since one normalizes {Y} and {x} t o uni~ vectors the 

magni t ude of lw1 becomes .ri;; = ii . Let {wl\\ be the 

normalized vec t or of {w} ; i t f ollows that 

{w.\ I H ( 5-6a) = 
V2. 

lx\ 
. 

1, 

Let [w] be · the matrix which transforms (.AJ and lAs1 into (AA) 

and (A.._~1 , respe ctively. The matrix [W1 wh ich is orthogonal 

is wri tten as 
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[ Y1 I [ Y] 
(w1 = 

____ _i ___ _ 

U2 I 

[X} :-[XJ 
( 5-6b} 

Thus, 
1' I 'f 

[Y1 : [ X J 
I 

[ o]: [A] 
I 

['11: [YJ 
I I I I I 

: fi - - - -T~ - - ; 

[Y11-LX] 
- - - r - -

T 

[A1 \ Lo] 
---,--- -

{i 
[X) i, -[X] 

I l 

1' -r ,- 1 TT T 

[y1 [A1 lX1-1- [X1 f.A 1 [y1: [X1 (A1f.Y1 [ Y )(A 1 [X] 
l I ------ -- __ , _____ -----

2 T T,- I TT TT 

[Y1 [A 1 [~ 1- [~][A 1 LY]: ['{ 1[A] [X1 + [X1 [ A 1 C.Y] 
I 
! 

Noting Equations (5-3a) and (5-3b ) it follows that 

,. 
[Y)(A][X1 

T -r 
[X]LA][XJ 

[ti-] 

l 

(5-6c) 

( 5-6d) 

Substituting the latter equations into Equation (5-6c) gives 

,. 
[W] [Aslf..W] 

f 
I 1 il [I1 : [01 . 

:. ----f-----· 
[ 0] : - o(, [I] 

I 

( 5-?a) 

In a similar manner it may be shown that 

T '2, 

[W] [As1 [W1 ( 5-7b) 
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Given [A] ' [: _: 1 

LA]lA1T ,,r~ -31 
l-3 5 l 

] T -- [02 :1 [A][AJ 
0 

lo O l \ r I : l 
o oJiL' 2 

I ----,-----

[ I Ir [O o] 
2. -21: 0 o. 

I 

[' -T [o 01 
1 -3 5 : 0 0 

' [Asl = - - - - -' - - - -
lo o]:[2 0 

0 0 I 0 6 
I 

1,, 

Th e eigenvalues of (AJ are 2, 8 , Z and 8 and t hose of [A
5
1 are 

V2 • va . -rz and -.Js . The eigenve ctor. matrices [X) and (Y] 

are writ t en as 

{"~ -rz 
i 'l 

f. y 1 .. 
ij --1}. 
2 ~ 

) 
[X J = 

0 ~I 
The matrix (wJ becomes 

[ '. ol : [-, o I 
0 I I O -1 j 

I 



Then , 

and 

-r ,_ 
[W] [A 1J [ W] = 

[
fi o j:[ o ol 
0 .J'S I Q 0 

I 

- - - - - 1- - - - • 

(
0 01 1r- .Jz 01 
0 0 I O -J] 

I 

[2 o):[° :1 0 8 I 0 
I - - -- -1 ---- -

[o o):[2 ol 
o o : o e 

[ cl] : [o] 
I -- - - ,----
1 

[oJ : - Lol] 

'l, I 

[ Gl ] ; [o] 
I 

- _,_ - - --- I 

I 'I, 

[o] : [cl1 

5. 2 Relati onship Between []\] and L. o6} 
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Le-c [V1 and [V1 be the biorthogonal matri ces which ,. 
transform [A1and LA1 into [.L\1. Hence , referring to Chapter 

III, one obtains 

T 

[A] = [u1[A1(V1 (5-8a) 

and 

T -r 

[A 1 = [V1 [.f\ 1 (Ul ( 5-8b) 

Noting Equations (5~6d ) , (5- 8a) and (5-8b), one obtains 

-r ,.. 

[ Al ,.. [Y1[iil-1[X1 "" LUH.l\.1(V) ( 5-9a) 

and 

( 5-9b) 
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It fol ows t .at 

T T .,- T 

[ol] t: [Y][U1[A1lV](.X1 = lXHV1[J\1(U1 lYJ ( 5- Oa) 

Equation ( 5-10a) is the relationship between (l\.1 and [o(, 1 
T T i" 

where lX)[X) :: [y1lY1 = [V][U] " [!] 

It should be noted that although [X1 CY] re 

indi vid ally orthogonal matrices. matrices [U1 and [V) f orm a 

biorthogon set of vectors. 
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CHAPT• R VI 

DISCUSSION D CONCLUSION 

sy . etric m trix int e field of 

6. 1 Dis cuss i on 

A typ· cal 

inear el t·city -s in C pter II is the fundamental 

t_ix w c defines t e sh pe oft e deformed body in 

c •rvili r coor inate form. The mat ix specifies how 

strai ht lines origin lly par e to the coordinate axes 

efo m in o cu vilinear s apes in t he deformed equilibrium 

s te. I h is matrix is orthogonal the curvilinear axes 

of the e ormed body remain orthogonal as in the _problems 

of uniaxia extensi on of long slender rod, a ong slender 

o ' h ngi ng d r its o weig t, pure ending of ong 

s end r rod, and plane stress an lysis o 

bend · n . 

b am in pure 

A non~ymmetric matri. is usu lly defin 1ith 

r s ect to a skew angular _e.1. erence system.. In this case · t 

i s n c s~ ry t o formulate a dual set of ske 1 gu ar vectors, 

defined as the adjoint system, in order to operate 

mathematically . Tis process leads to the notion of 

biort ogonal coordinates. The transformation of a 

onsy tric atrix into t he purely d:agonal matrix of 

ei nva . e re ies upon the concept of a b"ort ogonal 

tr sfo , t..:. on. 
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rep C me 0 onsy let ic matri by 

symm ri ske, sy etric a ix is app ied to he 

replacern nt of the J cobian t_ . X by th.e linear st ain 

a rix and rotation matrix. When the Jacob in m trix is 

ort ogona a_l eigenvectors of these three matrices are the 

same and t ey are transfered into purely diagonal m trices 

of th ir eigenv lues by the s ame transfer ation matrix which 

is ually · n complex form. -n an a ternate way one ay find 

the re 1 o th ogonal matri ich transforms the symmetric 

part of the J cob· matrix into diagonal matrix. Th·s 

matrix transfo .. s the Jacobian atrix into a classical 

orthogonal matrix and the rotation matrix into a skew 

symmetric m trix with only one real component. 

The eigenvalue-eigenvector problems of nonsymmetric 

matrices in g neral deal with complex numbers as in the case 

of orthogonal and skew symmetric matrices. When the 

eigenvalues are complex n mbers they occur in complex 

conjugate pairs. The complex eigenvectors of the first 

basis set and the second b sis set are complex conjugate t o 

each other and the real eigenvecto s are coin9ident . . The 

elationship between the e · genva ues and eigenvectors of the 

nonsymmetric matrix and those oft e symmetric matrix formed 

by the product of the nonsymm -~tri,c trix and its transpose 

is gener ted. It is complicated by the fact that the two 

o eigenvalues are not i rdepently interrelated and the 

t wo sets o igenvectors are t in~errelated . . However, a 
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gee r la ionship inte e at i1 · he two sets of 

ei nvalues a two se so ig · vectors is obtained, 

Te develop nt of t s per matrix and its 

s lution las to · no ·new i for atio . onn cting eigenvalues 

and eig vecto_s, Ho •1ever> it oes led to an efficient 
~ T 

O ,p C r or th o tio. to . e lA1\:.A1 an t e [A1t.A1 

p O 1 s s cr ed in C pter IV. 

6.2 Conclusion 

I the asy .. et ic matrix wh · ch defines the change 

ins p of a de o med body in curvi inear form is 

o hogon 1, it follows th t, the is no sher stress 

p sent int e body ; he linea strain matrix is a diagonal 

atrix as n pro lems of unixial extension of a long slender 

rod, ong slender rod under its O¼~ weight, pure bending 

o ab am, and pl e stress ana_ysis of beam in pure 

n in· 

When shear stress occurs in the body the 

curv · i nea coordinate axes are not orthogonal as .· in the 

case o beams bending with constant shear as well as beams 

bending with linearly varying shear . In this case the first 

fundamental nonsymmetric matrix is not sufficient to specify 

ho1 1 planes originally parallel to the coordinate planes 

eform i nto the curvilinear shapes in the deformed 

e ili ~ium states . The second set of vectors which forms 

b·o_thogonal set with the r·r t set of vectors associated 

wit t e _undamental nonsymmetri c m trices must be constructed. 
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The firdt set of vectors form unit v cto s tangen to the 

curvilinear axes of the deformed body and the secon et of 

vectors for the unit vectors norm 1 to the pl esp 

to. the curvilinear coordinate planes of the defome body. 

This second set of vectors is fo- ed by the cross product 

el 

J of p irs of the first set of vectors in the cyclic system. 

The matrix associated with the second set of vectors ia a 

nonsym etric matrix which is biorthogonal t o the fundamental 

nonsymmetric matrix. This concept is shown in Append·x I 

with the example of a long cylindrical circular bar under 

torsion. 

The equation of a quadratic surface which is 

defined with respect to the basis set of skew angular 

coordinate must rely on the biorthogonal bas is. The matrix 

associated with this equation in al1.rays a nonsymmetric 

matrix . If the equation of the · same quadratic surface is 

defined with respect to an orthogonal coordinate the matrix 

assoc i ated to this equation is symmetric (See Appendix II). 

Thus, any nonsymmetric matrix may be tra~sformed to a 

symmetric matrices by the transformation of skew angular 

coordinat frame to the orthogonal coordinate fr~~e. There 

is no exact solution for convertin a nonsymmetric matrix to 

the symmetric matrix. The usual classical solution is 

obtained by utilizing the Gram-Schmidt orthogonalization 

procedure. 
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APPENDIX I 



Bi orthogonal Curvi inear Axes 

Fro Equation (1 - Jd) 

(A- 1) 

;.., ,r. • 
where ~~ is the unit vector tangent tote curved line in 

the deformed body wh · -..h ·is originally a straight li. e 

parallel to X: ·axis in the undeformed body. 
I, 

The m trix (A 1 

describes t e curviline rs pe of the deformed body . In 

order to eter ine whether plane-s p ra el to t e coor inate 

p es b fore deformation remain plans 

body, one must define the unit vectors 

to the curvilinear planes 

in 
N -f, 

J , ' 

and 

t he defo . ed 
,.,, l5 

• ,N * 
J'l. • j 3 nor al 
N,. r,, IE 

x, x2-
I ,-., l rv lt. ~ ;I<, 

respectively . The vectors J, , Ji. and J"3 are defined as 

~ ,l 
Ji. :: (t; x't~} / \ (t./ xi,~} [ (A- 2a ) 

fV I tt~ X t; ) I\ \t,\t;) I J3 "; 

where f'rom Equation (1 - Jc) 

- ~ 
{a~1, ro~~ 'C lJ I 

I 
~)(, rc, x, 

. ), rc,u , 
/i)~3 ti, ( A-2 b) t = 'v i1JX1. lo Xi. 

. -,. (o~, /1)~1. 
. 

t IQX> loX~ I.3 
l 
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Substi tuti g and combining y 1 · 

rJ i 0u, ..:. '()U, ;_ 
J 1 -: L, I - (oX 2. V-z, - I.I 

1B )( 3 3 

/V * 0 u1..:.. ~U2. .: J2, :: - - L, + v - tax 3 v3 rox, 1 '2. 

J3J (o l,,\.3 .:. fO t,\ 3 
1,3 ~ - - v - + 'oX, I 0X-z. 

or in m trix form 

N i 
_ <'3U1 J, - '0 1,{1 LI 

'i:lXi 'a X.3 

0Ll,z. J ;f :: - · 0~2- - Li-'l,. to ~, 0X3 
(A-Ja) 

r,., l to u.) - 0~3 J} - - l,3 0X 1 'o X 2. 

and s ymbolically 

.,. 
[B] {tJ (A- J b) 

~ ll 

If J l- is constant ve c tor when X~ is constant, this means 

that plane normals to the X~ direction before deformation 
~~ remains. plane after deformation with a normal vector J .• 

L, 

In linear elasticity we neglect the higher order 

terms in comparis on t o unity which leads t o the condition 

,- T 

[B](A) = [A ] [B] " [I] (A- 4) 

Co paring the f or m of matrices lA]and [B] it may be easily 

shown that 

[B J [coF[A} (A- 5) 



, sis exactly t e concept of biorthogonal 
. * 

coo inates i e e the uni vectors t ~ t angent to the 
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deformed lines form a biort ogonal set with the unit vectors 
r-' i 
J ~ nor n l to the cu vilinear coordinate planes . For the 

s pecial case of orthogonal curviline r coo i n s [A) i 

ort o o al atrix and [61= lA] , that is, the tangent vectors 

d t e plan r norma vectors are iden t i cal. 

Sample Example 

C Xi.) 

Figu e(A- _) Circular Se ction Long Slender Rod nder Tors ion 

Consider a long slende rod of ci cul r cross 

section subject t o torque i as sho~m in Figure(A- 1) the 

stress state ·wi th in the rod is 

'Y,:, T 
= - Xi 

J 

'Yi., -= 
_ r x

1 
.J 

0'i1 :: l'J'n : '133 = '1ii .. 0 

Sat isfying the three equations of stress equi~ibriu, the 
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six e ati s of Ho oke's Law f or a liner elastic mater ial , 

the Cauchy equations, and the six linear strain displace ent 

equations, it f ollows that the displacement fiel d for the 

elastic body becomes 

UI :: 
T 
GJ XiX3 

u 2. = 
T 

-c;JX,'l<~ 

U3 :. 0 

It· follows from Equation ( A-2 b ) that 

,:., i T 
~I 

- -X3 
GJ 0 ~I 

• >r IX 'G -::. 
2, GJ 3 0 

. " i T t,, - - Xi - - x, 
G-J GJ 

The [Al matrix in this case is a nonsymmetric matrix, the 

vect ors 

vector 

r~~ ,;.,>¥ 
\..1 and L,i. are perpend ·· cul to each other but not to 

• w ,.,., ,. 
L,.3 • It follows from Equation (A-Ja) that 

0 

T - - )( 
GJ 3 

0 

1' I 

I x1 L, 
GJ i, 

Te (BJ matrix in this case is also a nonsymmetric matrix and 
fV * 

he vector J3 is a constant vector simultaneously 
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. * N~ 
perp ndicul r to the plane 0 r (; 1, w ich ies in a I 

plane pa alle t o the X, Xz.. 1 e . ence, planes parallel to 

X,Xi. plane b e ore defor t i n r a in planes parallel to 

X1 Xi,. plane after defo t· on . 

The coordinates of a point in the deformed body are 

x* 
3 

::: 

:: 

A 

For the plane X
3 

= constant -:::. XJ (i.e. a plane para e to the 

X,Xi. plane), the equation of the plane passing through the 
~ -If A it' A 

point ( X1 , Xi. , Xl ) is X3 -= X3 and having the unit normal 

{ 
l /Viii 

vector o o I J equal to J"3 • 
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APPENDIX II 



75 

Equat ion of the Quadratic Su face 

Te . t ix equation of t he uadr ti c s face is 

given as 

( B- 1a) 

with 

T 

[Al [A] ( B- 1 b ) 

where the equat ion i s defined with respect t o an orthogonal 

axes set. 

If a s i tu tion exists where the basis set i s a skew 

sy te Y, , Yi, Y3 , the notion of a oi orthogonal bas i s is 

introduced where the second axes set i s de fined as -i, , cz. , 'l3 • 

It f ollows f om Chapter I I I that 

{Y} ': [LJ1T{x} 

and 

ti} = lv1-r{x1 

with 

" T " LV] [U] ':: (11 

where ve ctors {Y1 and {1} rrom a biorthogonal se t . 

Substituti ng the results into Equation (B-1a) gives 

:. 

( B-2a) 

( B-2b) 

( B-2c) 

(C-3) 
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Denot ·n 

I- T " 
[ V} [A1[U) (C - 4) 

-Jr 
it f ollo1 tat, in era , t · e a ·· rix [A )is nonsym e tr · c. 

Thus, the equation of a quadr tic su face is associated wit 

a pa ticul r class of rnatrice depending upon the properties 

of the basis ax s . 
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