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## ABSTRACT

# APPROXIMATING SOLUTIONS TO NONLINEAR 

 SYSTEMS OF EQUATIONSTerence J. Blevins<br>Master of Science Youngstown State University

In this paper $I$ will discuss methods used to approximate solutions to nonlinear systems of equations. I do not intend this to be an exhaustive report on the problem but rather to touch methods which I have found most interesting and most productive.

Chapter I introduces the reader to the general problem and gives ideas of the many methods available for solving this problem. The next chapter deals with the development of the methods that $I$ use for this problem along with a brief discussion of alternate methods. Chapters III and IV contain problems that are used to test the methods and results of those tests respectively. The final chapter contains conclusions based on the test results.
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## LIST OF SYMBOLS

SYMBOL
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$L\left(R^{n}\right), L\left(R^{n}, R^{m}\right)$
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DEFINITION

Real $n$ dimensional space
Linear space of linear operators from $R^{n}$ to $R^{n}$ or from $R^{n}$ to $R^{m}$

Vectors, unless otherwise indicated
Scalars
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A function, $F$, from $R^{n}$ to $R^{n}$
A nonlinear system of $n$, equations in $n$ unknowns

The Jacobian matrix evaluated at vector x

The Euclidean norm
Closed interval with endpoints $a$ and $b$

A sequence
The Frobenius norm
A linear or nonlinear function in one or more unknowns

The derivative of $f_{i}(x), f(x)$
The transpose of $a$ vector or a matrix

## CHAPTER I

## INTRODUCTION

## The General Problem

## In many practical instances the simultaneous

 solutions to the following set of equations is sought.$$
\begin{aligned}
& f_{1}\left(x_{1}, \ldots, x_{n}\right)=0 \\
& f_{2}\left(x_{1}, \ldots ., x_{n}\right)=0
\end{aligned}
$$

$$
f_{n}\left(x_{1}, \cdot . \cdot, x_{n}\right)=0
$$

where $f_{i}: R^{n} \rightarrow R$ and $x_{i} \varepsilon R$ for $i=1, . ., n$.
The frequent occurence of problems similar to the above has lead to the following notational simplification. Consider the following equation which is identical to the above,

$$
\begin{equation*}
F(x)=0 \tag{1}
\end{equation*}
$$

where $F=\left(f_{1}, f_{2}, \ldots, f_{n}\right): R^{n} \rightarrow R^{n}$ and $x$ is the vector $\left(x_{1}, . . ., x_{n}\right)^{T}$ with $x_{i} \varepsilon R$ for $i=1, \ldots . ., n$. It will be assumed that at least one of the $n$ functions will be nonlinear hence equation (1) represents a nonlinear system of n equations in n unknowns.

The classical approach to solving equation (1) has been to apply Newton's Method which takes an initial approximation to the solution and iteratively improves it. Newton's

Method guarantees that, under suitable conditions on $F$, quadratically convergence to the solution will be obtained. The above guarantee also assumes that the initial approximation is within some neighborhood of the solution. This local convergence property has a restrictive effect.

Some of the physical problems that require solving equation (l) do not yield initial approximations that are good enough to result in convergence by Newton's Method. Confronting this problem is the first goal of this paper, that is, to find a method that will yield convergence to the solution given any initial approximation. A method of this type is said to have the property of convergence.

The Problem of a Poor Initial Approximation

One approach to the problem of having a poor initial approximation to the solution of equation (1) dates back to 1944. Here K. Levenberg discussed the problem relative to nonlinear least squares analysis. ${ }^{1}$ In 1952 M. Hestenes and E. Stiefel published a well-known paper which introduced the conjugate gradient method that confronts this problem relative to linear systems. ${ }^{2}$
${ }^{1}$ K. Levenberg, "A Method for the Solution of Certain Nonlinear Problems in Least Squares," Quarterly Journal of Applied Mathematics, 2 (1944):164.
${ }^{2}$ Magnus R. Hestenes and Edward Stiefel, "Methods of Conjugate Gradients for Solving Linear Systems," Journal of Research of the National Bureau of Standards, 49 (December 1952):409.

There is also a method described by Davidenko in a 1953 paper. ${ }^{3}$ Finally in 1963 D. Marquardt published what has come to be known as the Levenberg-Marquardt Method. 4 The method that I chose to implement is based on the Levenberg-Marquardt Method. Reasons for this choice are described in Chapter II.

## The Problem of Computational Efficiency

Another consideration that arises when solving equation (1) is that of computational efficiency. Do there exis't methods to solve equation (1) which are more efficient than Newton's Method?

In Chapter II it will be seen that Newton's Method requires certain computations that can be quite costly. These computations in some instances are completely eliminated by considering a new approach and in other instances the computations are approximated based on prior approximations.

Brown's Method, Brent's Method ${ }^{5}$ and Kizner's Method ${ }^{6}$ are examples of methods which are new approaches. These
${ }^{3}$ D. Davidenko, "On the Approximate Solution of a System of Nonlinear Equations," Ukran. Mat. 5 (1953):196.
${ }^{4}$ Donald D. Marquardt, "An algorithm for Least-Squares Estimation of Nonlinear Parameters," SIAM Journal of Applied Mathematics 11 (June 1963):431.
${ }^{5}$ Michel Y. Cosnard and Jorge J. More', "Numerical Solution of Nonlinear Equations," Transaction on Mathematical Software 5 (March 1979):64.
${ }^{6}$ W. Kizner, "A Numerical Method for Finding Solutions of Nonlinear Equations," SIAM Journal of Applied Mathematics 12 (1964):424.
methods have had poor initial success due to problems of implementation, but Brown's Method and Brent's Method have recently been revised and generalized so that programming is possible. ${ }^{7}$

Methods which eliminate certain computations by successive approximations are called quasi-newton methods. Some quasi-newton methods are; Powell's Method, ${ }^{8}$ Broyden's A Method and Broyden's $A^{-1}$ Method. ${ }^{9}$ A survey article of these methods and others can be found in a paper by Dennis and More'. ${ }^{10}$ I have chosen to study Broyden's $A^{-1}$ Method and compare its efficiency to that of Newton's Method.

[^0]METHODS

## Newton's Method

Before deriving Newton's Method for a nonlinear system of equations I would like to look at Newton's Method for a single nonlinear equation in one unknown. Consider the following equation,

$$
\begin{equation*}
f(x)=0 \tag{2}
\end{equation*}
$$

where $f: R \rightarrow R$ and $f$ is nonlinear and $x \in R$. The following is a derivation for Newton's Method for a single nonlinear equation. ${ }^{11}$

Let f be twice continously differentiable on $[\mathrm{a}, \mathrm{b}]$. Also let $\mathrm{x}^{*} \varepsilon \mathrm{R}$ be an initial approximation to x such that $|x-x *|$ is small, i.e., we have a good initial approximation. Finally, let $f^{\prime}(x) \neq 0$. Then we can approximate $f(x)$ by

$$
\begin{equation*}
f(x)=f\left(x^{*}\right)+f^{\prime}\left(x^{*}\right)\left(x-x^{*}\right)+f^{\prime \prime}[\xi(x)]\left(x-x^{*}\right) 2 / 2 \tag{3}
\end{equation*}
$$

using Taylor's expansion, where $\xi(x)$ lies between $x$ and $x *$. But since $|x-x *|$ is small, $\left(x-x^{*}\right)^{2}$ is smaller yet. Hence if $f(x)=0$, we have

$$
\begin{equation*}
f(x)=0 \approx f\left(x^{*}\right)+f^{\prime}\left(x^{*}\right)\left(x-x^{*}\right) \tag{4}
\end{equation*}
$$

${ }^{11}$ Richard L. Burden, J. Douglas Faires, and Albert C. Reynolds, Numerical Analysis (Boston: Prindle, Weber and Schmidt, 1978), p. 39.

Equation (4) implies

$$
\begin{equation*}
x \approx x^{*}-f\left(x^{*}\right) / f^{\prime}\left(x^{*}\right) \tag{5}
\end{equation*}
$$

This approximation provides the basis for Newton's Method for a single nonlinear equation in one unknown. The approximation described by equation (5) defines an iterative procedure where each successive iteration produces a value closer to the actual solution, $x$, ie.,

$$
\begin{equation*}
x_{i+1}=x_{i}-f\left(x_{i}\right) / f^{\prime}\left(x_{i}\right) \tag{6}
\end{equation*}
$$

Equation (6) defines the sequence $\left\{x_{i}\right\} i=0$.
The following theorem shows that under suitable conditions the sequence defined by (6) converges to the actual solution, $x$.

Theorem 1. ${ }^{12}$
Let $f$ be twice continuously differon [a, b]. If $x \in[a, b]$ is such that $f(x)=0$ and $f^{\prime}(x) \neq 0$, then there exists a $\delta>0$ such that Newton's Method generates $\left\{x_{i}\right\}_{i=1}^{\infty}$ where $x_{i} \rightarrow x$ as $i \rightarrow \infty$, when $x_{o} \varepsilon[x-\delta, x+\delta]$.

The interval, $[x-\delta, x+\delta], i s$ called the interval of convergence. One should note here that the interval of convergence could be very small. This is the first exposure of the need for a good initial approximation.

The above procedure for developing Newton's Method for equation (2) provides the basis for developing Newton's Method for equation (1). Recall equation (1),

$$
F(x)=0
$$

$$
12 \text { Ibid., p. } 43 .
$$

where $F: R^{n} \rightarrow R^{n}, x \in R^{n}$. The following equation is an n-dimensional analogue to equation (6):

$$
\begin{equation*}
x_{i+1}=x_{i}-J\left(x_{i}\right)^{-1} F\left(x_{i}\right) \tag{7}
\end{equation*}
$$

where $x_{i} \in R^{n}$, for $i=0, \ldots$, and $J\left(x_{i}\right)^{-1}$ is the inverse of the Jacobian Matrix evaluated at $x_{i}$. The Jacobian Matrix is the $n$-dimensional analogue of the derivative of $f$ and multiplying by $J\left(x_{i}\right)^{-1}$ is analogous to dividing by $f^{\prime}\left(x_{i}\right)$. The derivation of equation (7) is similar to, but much more complicated than, the above derivation for Newton's Method for a single equation.

Equation (7) defines a sequence which converges to the solution, $x$, under suitable conditions. The following theorem states those conditions. ${ }^{13}$

Theorem 2. Let $F$ be twice Frechet differentiable on a convex set $D$. If $x \varepsilon$ D. If $x \in D$ is such that $F(x)=0$ and $F^{\prime}(x)=0$, then there exists an open neighborhood $S_{O}$ D such that Newton's Method described by equation (7) generates a sequence.

In this $n$-dimensional case, $S_{o}$ is the ball of convergence where $x_{o}$ must be in order to obtain quardratic convergence to the solution, $x$. As in the one-dimensional case the ball of convergence can be very small.

13 A detailed discussion of Newton's method along with a related theorem can be found in J. M. Ortega and W. C. Rheinbolt, Iterative Solutions of Nonlinear Equations in Several Variables (New York and London: Acedemic Press, 1970), p. 1.

## Levenberg-Marquardt Method

The need for the initial approximation to the solution to be within some ball of convergence can greatly hinder solving equation (1). In many instances where the solution to equation (1) is sought there does not exist physical or analytic evidence to provide an initial approximation which is in the ball of convergence. Hence Newton's Method will not guarantee convergence to the solution.

As stated in Chapter I, there do exist alternate approaches to the problem. The Levenberg-Marquardt Method is one of those alternatives which is quite successful. The Levenberg-Marquardt Method is somewhat based on the method of steepest descent, or conjugate gradient method, which $I$ will first describe.

The method of steepest descent was applied to linear systems of equations in a paper by Hestenes and stiefel. ${ }^{14}$ It is also described in a book by Johnson and Riess. ${ }^{15}$ The following is a brief description of the concept as presented in Ralston and Rabinowitz. ${ }^{16}$

Finding a solution to equation (1) is equivalent to finding the minimum of the following function,

14 Hestenes and Stiefel, "Solution of Nonlinear Problems," p. 164.
${ }^{15}$ Lee. W. Johnson and R. Dean Riess, Numerical Analysis, (Reading: Addision-Wesley Publishing Company, 1977 ), p. 341 .
${ }^{16}$ Anthony Ralston and Phillip Rabinowitz, A First Course in Numerical Analysis (New York: McGraw Hill Book Company,

$$
\begin{equation*}
G(x)=F^{T}(x) F(x)=\sum_{i}^{n}\left[f_{i}\left(x_{1}, \ldots ., x_{n}\right]^{2}\right. \tag{8}
\end{equation*}
$$

$F: R^{n} \rightarrow R^{n}$ and $x_{1} \varepsilon R$ for $i=1, . ., n$. Finding the minimum to equation (8) can be done by searching along the path in the direction of the negative gradient, since it is wellknown that the negative gradient points to the direction of steepest descent. Thus moving along the path in the direction of the negative gradient will be moving towards the minimum. Noting that the gradient of $G(x)$, denoted $\nabla G(x)$, is evaluated as follows,

$$
\begin{equation*}
\nabla G(x)=\left[\frac{\partial G(x)}{\partial x_{1}}, . ., \frac{\partial G(x)}{\partial x_{n}}\right] \tag{9}
\end{equation*}
$$

one can determine $\nabla G(x)=2 J^{T}(x) F(x)$. Hence the method of steepest descent becomes defined by

$$
\begin{equation*}
x_{i}+1=x_{i}-\alpha_{i} J^{T}(x)_{i} F(x)_{i} \tag{10}
\end{equation*}
$$

where $x_{i} \varepsilon R^{n}$ and $\alpha_{i} \varepsilon R$ for $i=1,2, \ldots$
The problem that exists with this method is that a determination must be made at each step of how far to go along the path in the direction of steepest descent. In other words, determining $\alpha_{i}$ at each step. It is clear that the size of $\alpha_{i}$ could easily cause overshooting of the minimum if it is too large. Also, if $\alpha_{i}$ is chosen too small, convergence can greatly be impaired. This problem can be overcome by minimizing the following function,

$$
\begin{equation*}
h(\alpha)=F\left(x-\alpha \nabla G(x)^{T}\right) \tag{11}
\end{equation*}
$$

The $\alpha$ which minimizes this is the step size.

A method which incorporates the method of steepest descent in an elegant fashion is the Levenberg-Marquardt Method. This method was developed by D. Marquardt for application to nonlinear least squares analysis in a 1963 paper. ${ }^{17}$ An adaptation for solving equation (l) by this method is also found in that paper. The concept of the method is to use the following equation as a generator for approximations to the solution to equation (1),

$$
\begin{equation*}
x_{i+1}=x_{i}-\left[J\left(x_{i}\right)^{T} J\left(x_{i}\right)+\partial_{i} I\right]^{-1} J\left(x_{i}\right)^{T} F\left(x_{i}\right) \tag{12}
\end{equation*}
$$

where $x_{i} \varepsilon R^{n}, \partial_{i} \varepsilon R$ for $i=1,2 ; \quad . \quad$.
It is quite obvious that $\partial_{i}=0$ implies that the above equation is Newton's Method. It is less obvious however, that if $\partial_{i}$ is chosen sufficiently large, equation (12) is the method of steepest descent. Consider the following theorem.

Theorem 3. ${ }^{18}$ Let $J(x)$ and $J\left(x_{i}\right)^{T}$ be defined, then:
(i) $J\left(x_{i}\right)^{T} J\left(x_{i}\right)$ is positive semidefinite,
(ii) $\left(J\left(x_{i}\right)^{T} J\left(x_{i}\right)+\partial_{i} I\right)^{-1}$ exists for $\partial_{i}>0$ and is $R\left[D\left(\partial_{i}\right)^{-1}\right] R^{T}$, where $D=$ $R^{T}\left[J\left(x_{i}\right)^{T} J\left(x_{i}\right)\right]$ and $D\left(\partial_{i}\right)=$ $\left[d_{1}+\partial_{i}, \ldots, d_{n}+\partial_{i}\right]$,
(iii) $\left(J\left(x_{i}\right)^{T} J(x)+\partial_{i}\right)^{-1}$ decreases as $\partial_{i}$ increases.
${ }^{17}$ Marquardt, "Least-Squares Estimation," p. 164. $18_{\text {Proof }}$ in Appendix D.

Hence when $\partial_{i}$ is chosen sufficiently, equation (12) is the method of steepest descent defined by equation (10).

What is left to describe in the Levenberg-Marquardt Method is the method of choice for $\partial_{i}$. The Marquardt paper indicates a method of choice for $\partial_{i}$ as follows. This is the method I have adapted.

Let v>l.
Let $\partial_{i-1}$ denote a previous value of $\partial$. Let $\partial_{O}=10^{-2}$ or some value chosen between 1 and $10^{-2}$. Compute $w=F\left[\partial_{i-1} x_{i-1}\right], Y=F\left[\left(\partial_{i-1} / v\right) x_{i-1}\right]$. Then if
(i) $\|y\|_{2} \leq\left\|F\left(x_{i-1}\right)\right\|_{2}$, let $\partial_{i}=\partial_{i-1} / v$ to decrease as the solution is approached.
$\|y\|_{2}>\left\|F\left(x_{i-1}\right)\right\|_{2}$ and $\|w\|_{2} \leq\left\|F\left(x_{i-1}\right)\right\|_{2}$, let $\partial_{i}=\partial_{i-1}$ since decreasing $\partial_{i-1}$ doesn't produce the desired result.
(iii) $\|y\|_{2}>\left\|F\left(x_{i-1}\right)\right\| \|_{2}$ and $\|w\|_{2}>\left\|F\left(x_{i-1}\right)\right\|_{2}$, increase $\partial_{i-1}$ by multiples of $v$ until for some smallest $b,\left\|F\left(\partial_{i-1} v^{b}\right)\left(x_{i-1}\right)\right\|_{2} \leq\left\|F\left(x_{i-1}\right)\right\|_{2}$, then $\partial_{i}=\partial_{i-1} v^{b}$. This will put the iteration in the state of steepest descent.

As will be seen in the results of testing, this method of choice for $\partial_{i}$ and the overall Levenberg-Marquardt Method is quite successful and the procedure produces the desired goal, global convergence.

## Broyden's Methods

Before developing Broyden's methods I will briefly discuss the general form of all quasi-newton methods. Recall equation (7),

$$
\begin{equation*}
x_{i+1}=x_{i}-J\left(x_{i}\right)^{-1} F\left(x_{i}\right) \tag{7}
\end{equation*}
$$

It is quite easy to see that at each iteration Newton's Method requires $n$ functional evaluations for computing $F\left(x_{i}\right)$. Also, inverting a general nxn matrix is known to take $0\left(\mathrm{n}^{3}\right)$ arithmetic operations ${ }^{19}$ whether done directly or done by solving a linear system. So, as was stated in the introduction, Newton's Method can be quite expensive. This expense has led to the development of the following approaches which try to eliminate some of the computations or functional evaluations.

Instead of equation (7) the quasi-newton methods follow equation (13),

$$
\begin{equation*}
x_{i+1}=x_{i}-A_{i}^{-1} F\left(x_{i}\right) \tag{13}
\end{equation*}
$$

where $A_{i}$ is an approximation to $J\left(x_{i}\right)$ which is updated at each iteration.

As an example of quasi-newton methods let us refer bace to another method of solving equation (2). A discretized Newton Method for solving equation (2), sometimes called the secant method, is as follows,
${ }^{19}$ Burden, Faires, and Reynolds, Numerical Analysis, p. 325 .

$$
\begin{equation*}
x_{i+1}=x_{i}-\left[\frac{f\left(x_{i-1}\right)-f\left(x_{i}\right)}{x_{i-1}-x_{i}}\right]^{-1} f\left(x_{i}\right) \tag{14}
\end{equation*}
$$

which implies

$$
\begin{equation*}
f^{\prime}\left(x_{i}\right)\left(x_{i-1}-x_{i}\right)=f\left(x_{i-1}\right)-f\left(x_{i}\right) \tag{15}
\end{equation*}
$$

For the n-dimensional case, equation (16) is asked to hold,

$$
\begin{equation*}
A_{i}\left(x_{i-1}-x_{i}\right)=F\left(x_{i-1}\right)-F\left(x_{i}\right) \tag{16}
\end{equation*}
$$

The so-called secant equation where $A_{i}$ is the approximation to the Jacobian matrix.

- Here one should note that $A_{i}$ is not unique hence there are many quasi-newton methods. As pointed out in a paper by Dennis and Schnabel, ${ }^{20}$ the most successful matrix updates are those which minimize the norm,

$$
\left|\left|A_{i}-A_{i-1}\right|\right|_{F^{\prime}}
$$

where $\|\cdot\|$ is defined as $\left[\sum_{i=1}^{n} \sum_{j=1}^{n}\left(a_{i j}\right)^{2}\right]^{\frac{1}{2}}$. Forcing $A_{i}$ to
minimize the above norm preserves previous information of the approximation matrix. Hence, in the case of the secant method described above, if one uses $A_{0}=J\left(x_{0}\right)$, then $A_{1}$ will change in the least way necessary to satisfy the secant equation. The information of the actual Jacobian is used to approximate the new Jacobian.

[^1]To derive Broyden's A method the following theorem is necessary. ${ }^{21}$

Theorem 4. Let $A_{i-l} \varepsilon L\left(R^{n}\right) ; S, Y \in R^{n}$ where $s \neq 0$ Let $Q(y, s)=\left\{M \varepsilon L\left(R^{n}\right) \mid M s=y\right\}$. Then the unique solution to min $\left|\left|A_{i}-A_{i-1}\right|\right|_{F}$ $A_{i} \varepsilon Q(y, s)$

$$
\begin{equation*}
\text { is } A_{i}=A_{i-1}+\frac{\left(y-A_{i-1} s\right) s^{T}}{\|\left. s\right|_{2}} \tag{17}
\end{equation*}
$$

Thus if $s=\left(x_{i}-x_{i-1}\right)$ and $y=\left[F\left(x_{i}\right)-F\left(x_{i-1}\right)\right]$, then

$$
\begin{equation*}
A_{i}=A_{i-1}+\frac{\left[F\left(x_{i}\right)-F\left(x_{i-1}\right)-A_{i-1}\left(x_{i}-x_{i-1}\right)\right]\left(x_{i}-x_{i-1}\right)^{T}}{\| x_{i}-x_{i-1}| |_{2}} . \tag{18}
\end{equation*}
$$

Equation (18) clearly satisfies the secant equation and so it is a quasi-newton method.

Equation (18) describes Broyden's A Method. This method approximates the Jacobian at each iteration, eliminating the $n^{2}$ functional computations necessary to compute $J\left(x_{i}\right)$. One must note that using $A_{i}$, as described by equation (18), in equation (13) is useful only if the Jacobian is very costly to evaluate. The sometimes overwhelming price of inversion still exists.

To deal with this second difficulty, Broyden developed a method to approximate $A_{i}{ }^{-1}$, hence Broyden's $A^{-1}$ Method. This method not only eliminates computation of the Jacobian, but

[^2]reduces the number of arithemetic operations at each step. Broyden's $A^{-1}$ Method owes its existence to the following theorem. ${ }^{22}$

Theorem 5. Let $A \varepsilon L\left(R^{n}\right)$ such that $A^{-1}$ exists and let $U, V \in L\left(R^{m}, R^{n}\right) m \quad n$. Then $\left(A+U V^{T}\right)^{-1}$ exists if and only if $\left(I+V^{T_{A}}{ }^{-1} U\right)^{-1}$ exists. In that case $\left(A+U V^{T}\right)^{-1}=A^{-1}-A^{-1} U\left(I+V^{T} A^{-1} U\right)^{-1} V_{T A}{ }^{-1}$.
This formula for computing $\left(A+U V^{T}\right)^{-1}$ is called the Sherman-Morrison-Woodbury Formula. Its validity is readily seen if one multiplies the righthand side of equation (19) by ( $A+U V^{T}$ ).

- If in equation (19) we let $U$ and $V$ be vectors $x$ and $y \in R^{n}$, then equation (19) becomes

$$
\begin{equation*}
\left(A+x y^{T}\right)^{-1}=\frac{A^{-1}-A^{-1} x y^{T} A^{-1}}{1+y^{T} A^{-1} x}, \tag{20}
\end{equation*}
$$

where $\mathrm{Y}^{\mathrm{T}_{\mathrm{A}}}{ }^{-1} \mathrm{x} \neq-1$.
Broyden used equation (2) to develop the $A^{-1}$ approximation. Recall equation (17),

$$
\begin{equation*}
A_{i}=A_{i-1}+\frac{\left(y-A_{i-1} s\right) s^{T}}{\|s\|_{2}} \tag{17}
\end{equation*}
$$

which implies

$$
\begin{equation*}
A_{i}=\left[A_{i-1}+\frac{\left(y-A_{i-1} s\right) s^{T}}{\|s\|_{2}}\right]^{-1} \tag{21}
\end{equation*}
$$

[^3]but equation (21) is in the form of the left-hand side of equation (20) where $x-\left[y-A_{i-1} s\right] /\|s\|_{2}$ and $y=s$. Hence
$$
A_{i}^{-1}=A_{i-1}^{-1}-\left[\frac{A_{i-1}{ }^{-1}\left(y-A_{i-1} s\right) s^{T} A_{i-1}}{\|s\|_{2}}\right]\left[1+\frac{s^{T} A_{i-1}{ }^{-1}\left(y-A_{i-1} s\right)}{\|s\|_{2}}\right]^{-1}
$$
which reduces to
\[

$$
\begin{equation*}
A_{i}^{-1}=A_{i-1}^{-1}+\frac{\left(s-A_{i-1}\right.}{\left.s^{-1} y\right) s^{T} A_{i-1}}{ }^{-1}, \tag{22}
\end{equation*}
$$

\]

where $s=x_{i}-x_{i-1}, y=F\left(x_{i}\right)-F\left(x_{i-1}\right)$, and $s^{t} A_{i-1}{ }^{-1} y \neq 0$. Equation (22) allows equation (13) to be implemented without actually calculating the inverse, a savings that will be seen to be greatly justified.

## Alternate Methods

There exists many other quasi-newton methods. Each of these methods has its special application and has its derivation based on special properties of the Jacobian Matrix. For example, there are special methods which handle symmetric Jacobians, e.g., Powell's Method. Another example is the Schubert-Broyden Method applied to problems where many entries of the Jacobian are zero, i.e., the Jacobian is sparse. When minimization techniques are used on systems of nonlinear equations the solution to equation (1) is sought, but special
properties of the Hessian matrix lead to the use of variable metric methods.

Approaches to solving equation (1) have gone beyond the classical iterative Newton Method. Of these, Kizner's Method uses integration techniques to yield new approximations to the solution. Another approach is the use of systems of differential equations to solve equation (1). ${ }^{24}$ More significant are the methods of Brown and Brent. Different from quasi-newton methods, Brown's and Brent's methods retain the property of quadratic convergence while using about half the functional evaluations of Newton's Method. These last two methods, in particular, both succumb to the problem of local convergence.

The methods of Brown and Brent are quite similar and are both quite complicated to implement. As stated in Chapter I, D. Gay simplified this problem. The concept behind Brent's Method, therefore similarily Brown's Method, is to linearize the system $\mathrm{F}(\mathrm{x})=0$ by expansion about an approximation. This gives an approximation to the Jacobian Matrix that is reduced to lower triangular form by a procedure similar to the procedure used by the Q. R. algorithm in solving eigenvalue problems. ${ }^{25}$ By this I mean that the lower triangular form is
${ }^{23}$ Each of these methods can be seen in Dennis and More', "Quasi-Newton Methods," p. 46.

24 S. Incerti, V. Parisi, and F. Zirilli, "A New Method for Solving Nonlinear Simultaneous Equations," SIAM Journal of Numerical Analysis 16 (October 1979): 779 .
${ }^{25}$ Burden, Faires, and Reynolds, Numerical Analysis, p. 425 .
obtained by nultiplying the approximate Jacobian by a sequence of Given or Householder rotations. Then the following equation is solved for the new value of the solution,

$$
\begin{equation*}
F\left(x_{i-1}\right)+A^{T}\left(x_{i}-x_{i-1}\right)=0 \tag{23}
\end{equation*}
$$

where $A^{T}$ is the approximation to the Jacobian. The savings occurs because only $n^{2} / 2+3 n / 2$ functional evaluations are computed.

As was mentioned in Chapter I, I intend to test Newton's Method against Broyden's $A^{-1}$ Method. Each of these methods will have the benefit of the Levenberg-Marquardt Method for starting approximations. It is expected that Newton's Method will converge faster than Broyden's $A^{-1}$ Method relative to the number of iterations. This is expected since quasi-newton methods give up the property of guadratic convergence. However, it was seen that the number of functional evaluations in Newton's Method is $n^{2}+n$ at each iteration, while in Broyden's $A^{-1}$ the number is only $n$. Also, in Broyden's $A^{-1}$ method there is the need for $0\left(n^{2}\right)$ arithemetic operations in computing $A_{i}{ }^{-1} F(x)$, while $0\left(n^{3}\right)$ arithemetic operation are required to compute $J\left(x_{i}\right)^{-1} F\left(x_{i}\right)$ in Newton's Method. These two points seem to indicate that Broyden's Method might be faster in terms of time.

## CHAPTER III

## TEST PROBLEMS

The following problems have been selected as test
problems. These test problams come from two sources. ${ }^{26}$ These problems will test Newton's Method versus Broyden's $A^{-1}$ Method and the Levenberg-Marquardt Method versus an approximate Levenberg-Marquardt Method, where the Jacobian is approximated by Broyden's A Method. The problems are listed with the solution, $\mathrm{x}^{*}$, and reasons for choosing the problem.

$$
\begin{aligned}
& \text { Problem 1. } \mathrm{f}_{1}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)=\mathrm{x}_{1}^{2}-\mathrm{x}_{2}-1=0 \\
& \mathrm{f}_{2}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)=\left(\mathrm{x}_{1}-2\right)^{2}+\left(\mathrm{x}_{2}+.5\right)^{2}-1=0 \\
& \mathrm{x}^{*}=(1.0673460858067,0.1392276668869)^{\mathrm{T}} .
\end{aligned}
$$

This was chosen since it is a system of two polynomials in two unknowns, a relatively simple looking problem with a complicated solution.

Problem 2. $f_{1}\left(x_{1}, x_{2}\right)=10^{4} x_{1} x_{2}-1=0$

$$
f_{2}\left(x_{1}, x_{2}\right)=e^{-x_{1}}+e^{-x_{2}}-1.001=0
$$

$$
x^{*}=(.000010981593297,9.1061467398)^{T}
$$

This was chosen since one equation has an extremely large coefficient, $10^{4}$, while the other equation has terms which could be very small.

26
The two sources are
(i) Burden, Faires and Reynolds, $\frac{\text { Numerical }}{\text { p. } 15 .}$ Analysis, p. 446-449 and (ii) Gay, "Brown's Method,"

$$
\begin{aligned}
& \text { Problem 3. } \mathrm{f}_{1}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)=-13+\mathrm{x}_{1}+\left[\left(5-\mathrm{x}_{2}\right) \mathrm{x}_{2}-2\right] \mathrm{x}_{2}=0 \\
& \\
& \mathrm{f}_{2}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)=-29+\mathrm{x}_{1}+\left[\left(\mathrm{x}_{2}+1\right) \mathrm{x}_{2}-14\right] \mathrm{x}_{2}=0 \\
& \mathrm{x}^{*}=(5,4)^{\mathrm{T}}
\end{aligned}
$$

This problem was chosen since it is a system of two third degree polynomials which has a simple solution.

$$
\begin{aligned}
& \text { Problem 4. } f_{1}\left(x_{1}, x_{2}, x_{3}\right)=3 x_{1}-\cos \left(x_{2} x_{3}\right)-.5=0 \\
& f_{2}\left(x_{1}, x_{2}, x_{3}\right)=x_{1}^{2}-81\left(x_{2}+1\right)^{2}+\sin x_{3}+1.06=0 \\
& f_{3}=\left(x_{1}, x_{2}, x_{3}\right)=e^{-x_{1} x_{2}}+20 x_{3}+(10 \pi-3) / 3=0 \\
& \\
& x^{*}=(.5,0,-\pi / 6)^{T}
\end{aligned}
$$

This was chosen since it contains exponential, trigonometric, and polynomial terms.

$$
\begin{gathered}
\text { Problem 5. } f_{i}\left(x_{1}, \ldots, x_{10}\right)=11+2 x_{i}+\sum_{\substack{j=1 \\
j \neq 1}}^{n} x_{j}=0 ; \\
i=1, \ldots, 9 \\
f_{10}\left(x_{1}, \ldots, x_{10}\right)=1+\sum_{j=1}^{10} x_{j}=0 \\
x^{*}=(1, \ldots, 1)^{T}
\end{gathered}
$$

This was chosen since it is an almost linear 10 x 10 system.

$$
\begin{array}{r}
\text { Problem 6. } f_{i}\left(x_{1}, \ldots, x_{20}\right)=\frac{\sin \left(x_{i+1}\right)-\sin \left(x_{i}\right)}{\sqrt{12.88}}=0 \\
i=1, \ldots, 19
\end{array} \quad \begin{array}{r}
f_{20}\left(x_{1}, \ldots, x_{20}\right)=.2 \sum_{j=1}^{20} \tan \left(x_{j}\right)-2=0 \\
x^{*}=(.14, .20, .24, .28, .31, .35, .38, .41, \\
\quad .43, .46, .48, .51, .53, .55, .57, .60, \\
\\
.62, .64, .66, .68)^{T}
\end{array}
$$

This was chosen to test Broyden's $A^{-1}$ versus Newton's Method only at initial approximation (1, . . . , 1) ${ }^{\mathrm{T}}$. Chosen since it is a large system of nonlinear equations.

## Broyden's $A^{-1}$ Method, Newton's Method and the

Levenberg-Marquardt Method were each discussed in the previous chapters. Here I will discuss the approximate Levenberg-Marquardt Method. Recall equation (12) and equation (17),

$$
\begin{align*}
& x_{i+1}=x_{i}-\left[J\left(x_{i}\right)^{T} J\left(x_{i}\right)+\partial_{i} I\right]^{-1} J\left(x_{i}\right)^{T} F\left(x_{i}\right)  \tag{12}\\
& A_{i}=A_{i-1}+\left[\left(y-A_{i-1} s\right) s^{T}\right] /\left||s|_{2}\right. \tag{17}
\end{align*}
$$

The Levenberg-Marquardt Method requires that $J\left(x_{i}\right)$ be computed at each iteration. The approximate Levenberg-Marquardt Method will use Broyden's $A_{i}$ approximation to $J\left(x_{i}\right)$, described by equation (17), in equation (12). This alleviates the work of computing $J\left(x_{i}\right)$, yielding,

$$
\begin{equation*}
x_{i+1}=x_{i}-\left(A_{i}^{T} A_{i}+\partial_{i} I\right)^{-1} A_{i}^{T} F\left(x_{i}\right) \tag{24}
\end{equation*}
$$

Testing the approximate Levenberg-Marquardt Method against the Levenberg-Marquardt Method will provide insight to the savings, if any, of Broyden's A Method.

## CHAPTER IV

## RESULTS

Problems 1 through 5 listed in Chapter III were solved by: (i) the Levenberg-Marquardt Method, L-M, to generate good initial approximations; (ii) the approximate Levenberg-Marquardt Method, A-L-M; (iii) Newton's Method with a good initial approximation, N-W; (iv) Newton's Method without a good initial approximation, $N$; (v) Broyden's $A^{-1}$ Method with a good initial approximation, B-W, and; (vi) Broyden's $A^{-1}$ Method without a good initial approximation, B. Problem 6 was solved by $B$ and by $N$, with initial approximation


The L-M Method and the A-L-M Method were considered successful as starting procedures when there was no change in the approximate solutions in the first decimal place, i.e. $\left|\left|x_{i}-x_{i-1}\right|\right|_{2} \leq .01$.

The methods of Broyden and Newton were considered successful as terminal procedures when there was no change in the approximate solutions in the tenth decimal place, i.e. $\left|\left|x_{i}-x_{i-1}\right|\right|_{2} \leq 10^{-11}$.

Since the results must be correct to ten decimal places, double precision arithmetic in FORTRAN was used on an AMDAHL $470 \mathrm{~V} / 5$ computer to program the problems. There are sample programs for the $L-M, N$ and $B$ methods in the appendices.

The following two tables sum the results of the methods. Table I indicates the number of interations that the given method required to coverage to the above described tolerances. Table II indicates the time in seconds that each method required to coverage. Methods that did not coverage for a certain problem are marked "Failed".

TABLE I
ITERATIONS REQUIRED

| PROBLEM | L-M | A-L-M | N | B | N-W | B-W |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 7 | 9 | 26 | 15 | 4 | 4 |
| 2 | 83 | 75 | 14 | 28 | 4 | 4 |
| 3 | 19 | 19 | 44 | Failed | 2 | 2 |
| 4 | 4 | 4 | 6 | 7 | 3 | 4 |
| 5 | Not <br> Tested | Not <br> Tested | 7 | 21 | Not <br> Tested | Not <br> Tested |

Table I indicates as expected that Newton's Method coverages, usually, in fewer iterations. Also the $A-L-M$ Method coverages similar to the A-L Method.

TABLE II
TIME REQUIRED

| PROBLEM | L-M | A-L-M | N | B | $\mathrm{N}-\mathrm{W}$ | $\mathrm{B}-\mathrm{W}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.030119 | 0.044097 | 0.060533 | 0.029836 | 0.014483 | 0.013057 |
| 2 | 0.348452 | 0.364732 | 0.039304 | 0.053389 | 0.016311 | 0.013617 |
| 3 | 0.080099 | 0.109480 | 0.090887 | Failed | 0.010268 | 0.009911 |
| 4 | 0.032079 | 0.045856 | 0.046504 | 0.028814 | 0.025721 | 0.236429 |
| 5 | 0.383725 | 0.392817 | Failed | Failed | 0.453926 | 0.236429 |
| 6. | Not <br> Tested | Not <br> Tested | 4.531082 | 2.280336 | Not <br> Tested | Not <br> Tested |

Table II indicates, again as expected, that in the majority of the time Broyden's $A^{-1}$ Method is quicker in terms of time to obtain convergence. There is only one instance when Newton's Method is quicker than Broyden's $A^{-1}$ Method. The table also indicates that the $A-L-M$ Method requires more time than the $L-M$ Method.

Each of the terminal methods, $N, B, N-W, B-W$, yield results which are correct to the actual solution to at least 10 decimal places.

## CHAPTER V

## CONCLUSION

The purpose of this paper was to determine and implement a procedure that would allow the solution to equation (l) to be obtained given any initial approximation. Also it was desired to compare Newton's Method with a popular alternative. Broyden's $A^{-1}$ Method was decided upon after a general search of methods to solve equation (1) was carried out.

The Levenberg-Marquardt Method has satisfied the first requirement. Test results have shown that this procedure works and works well. An attempt was made to improve the efficiency of the LevenbergMarquardt Method, but this attempt did not reduce the use of time due to the fact that the matrix $\left(A_{i}{ }^{T} A_{i}+\right.$ $\left.\partial_{i} I\right)$ must still be inverted.

The comparison of Newton's and Broyden's
methods can be done in two ways. One way is to compare the methods given any initial approximation and another way is to compare the methods given an initial approximation from the Levenberg-Marquardt Method.

The tables show that, whenever convergence is comparable, Broyden's Method is more efficient in every case except one. This is what was expected from the theory. Also, convergence can be obtained in Broyden's

Method in more interations than Newton's Method, but. remain more efficient in terms of time. This demonstrates Broyden's superiority.

The one case where Broyden's Method was less efficient than Newton's Method brings up a drawback of any of the quasi-newton methods. This drawback is that the quasi-newton methods are not self corrective, as is Newton's Method. This is the most probable reason for Broyden's slower convergence in that one case. One should not get disturbed by the fact that Broýden's Method failed in two cases. Those cases each had poor initial approximations. Note that the problem is cleared when an initial approximation is used from the Levenberg-Marquardt Method.

> In conclusion I would suggest when solving
equation (1) to apply the Levenberg-Marquardt Method then, once convergence is evident, apply Broyden's $\mathrm{A}^{-} 1$ Method.
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IHIS PROGRAM SOLVES THE FOLLUWING NON-LINEAR
SYEIEM BY NEWTON'S NETHOD.
The procedure is cunsidereu complette when
THE EUCLIDEAN NURM OF THE OLD AND NEW VALUES
IS LESS THAN O. UOUOOOOUOOL.
(HOTE THAT THIS VALUE CAN BE MADE AS LARGE
UR AS SMALL AS IHE USER WISHES.)
$F(1)=-11+2 * \times 1+x 2+x 3+\ldots+\times 10$

- 
- 

$\dot{F}(1)=-11+2 * x 1+\operatorname{SUM}\left(x_{u}\right) \quad u=1$ TO 10 WRERE $\cup \neg=I$
-
-
$+(10)=-1+\operatorname{PrOL}(y 1) \quad 1=1$ TO 10
THE FOLLOWING IS A LIST OF THE SUBROUTINES:
NAME. PURPOSE
FN EVAI UATES VECTOR FUNCTION F(X)
$\times M$ COMPUILS THE PRODUCT OF MATICES
AI COMPUTES THE NEW VALUE OF THIL
SOLUTIUN
XIN INVEKTS A MATRIX
IJN EVALUATES THE JACOHIAN MATRIX
NEWION'S METHOU RURKS AS FOLLOWS:
LFT XO PE AN INITIAL APPROXIMATIUN TU THE
SOLUTION OF THE SYSTEM.
IHEIV GENERATE XN EY THE FOLLOWING NEWTUN
EGUAIION:
$x, N=Y 0-(J * *-1) * F(x(1)$

```
~ IS THE UALOBIAN MATKIX.
F(X(I)) IS IHF VAIUE OF THE VECTOR
FUNCTION.
```

$\lambda N$ becumes the nen value of the solutiun.
THIS PROCEDURE CONTINUES AS PRESCRIBED BY THE FCLIOWING ALGORITHM UNIIL THE VALUES Or the solution change very little.

STEF 1:let XO be an inftial value.
STEF 2:COMPUYE XN.
STEP 3:IF IIXN-XOII<10**-11 GU TU STLP 5.
STEP 4: XO=XN, COMPUTE XN BY NEWTON EQUATION,

```
C GOTOSILY3. *
C STEP 5:THF PROCELURE I'S COMPLETE AND XN *
C
L
C
C***********************************************************
    IMPLICIT REAL*&(A-1!.0-2)
    UIMLNSION XU(10), AO(10,10),XN(10),FO(10),FNN(10),
    -AF(10,10), XX(10),F1(10),F2(10),Y0(10),Y(10)
    EXTERNAL XM,FN,XIN,A1,FUN
l*************************************************************)
C^*********************************************************
    CflL TINF.Z
C**********************************************************
L STEF 1 IN ALGORITHM.
    *
C**********************************************************
    UO 91 I=1,10
    y1 x0(1)=.5
        N=1(1
C*************************************************************
C STEH ? IN ALTOKITHM.
C***************炈********************************************
    CALL FUN(XO,AO)
    CAIL AJ(XO,AO,N,XN,FU)
    DO 5 I=1,200
    SUM=0.0
C***********************************************************
C STET 3 IJ ALGORITHM。 *
C******************k****************************************
    DO G J=1.N
    6 SUM=SUM+DAFS(XN(J)-XU(J))**2
    SS=USQRT(SUM)
    IF (SS.LT,0.U0000UUUUU1)G0 TO 99
C***********************************************************
C STEP & IN ALGORITHM.
C*************************&********:*************************
            UO y j=1.N
        9 XU(J)=XN(J)
            CALL FUN(XO,AO)
            CALL AI(XO.AO.N.XN.F(1)
            5 CONIINUE
C******************:*****************************************
C
            IHE FRUCEDOURE IS CONPLETE.
                                    *
L***********************************************************
    99 CALL FN(XN,FNN,N)
        WRIIE(b,5ヶ)I
        WR1IE(0,5ぃ)(XN(J),J=1,N)
        WKTTE (6,57)(FNN(J),J=1.N)
        55 FURMATI/.15X. THE NUMBER OF ITERATIUNS
            -IN NEWIUN'S METHOO IS'.I!)
        56 FORMAT(/, 1x,10(1X,F8.3))
        57 FORMAT(/,1X,10(1x,F8,3))
        CALL TIMEC
```

sior
END


SUBROUIINE XTN(A,C,N)
IMPI.ICIT REAL*B(A-H, 0 -Z $)$
UIMENSION A(10, 10) •E (20,20), C(10,10)
DU $1 \quad J=1, N$
DO $1 \quad i=1, N$
1 B(J,I)=A(U,I)
$N 1=N+1$
$N 2=N * 2$
DO $2, J=1$, N
Do $2 T=N 1, N 2$
$2 B(J \cdot I)=0.0$
LO $3 \quad J=1, N$
$3 B(J, J+N)=1.0$
DC + $J=1$, is
$A A=13(\mathrm{~J}, \mathrm{~J})$
DU $5 \quad \mathrm{I}=1$. N2
$5 B(J, I)=e(J, I) / A A$
DO G $k=1$, N
IF (K.EQ.J)GO TO 6
$A A=B(K, \ldots)$

```
        DU }7\textrm{L}=1\mathrm{ ,Na
    7 H(K,L)=-1.*A&*B(J,L.)+B(K,L)
    6 CONIINUE
    4 CONIINUE
        00 Y J=1,N
        00 y I=1.N
    CC(J.I)=R(J.I+N)
        KE TLRN
        EN()
C**************************************************
C BY THE FOLLOWING EQUATION:
C XN=X(- (J**-1)*F(XU)
    SUF3ROUTINE AI(XI,A,N,NN,FU)
    INPLICIT REAL*8(A-H,U-Z)
    DIMENSIUN A(20,10), FN(10,10), X1(10), XN10),FO(10)
    CALL FN(XI,FO,N)
    CNIL XIN(A,HN,N)
    1)0.3 J=1,N
    XN(u)=U.0
    OO ふ. 1=1,N
    3 XN(J)=XN(J)+HH(J,I)*+O(1)
        DU 4 I=1,N
    4 XN(1)=X1(1)-XN(1)
        RETURN
        END
C
            FJN COPPUIES THE JACOBIAN MATRIX
            SURROUIINE FUN(A•E)
            IMPLICIT REAL*&(n-H.O-2)
            UIMENSLCN A(20), P(10,10)
            P=1.0
            00 1 I=1,9
            00 1 J=1,10
    1 B(I, !)=1.0
    DO< J=1.>
    C B(j,J)=2.0
        00 < J=I•10
    3 r=p*A(J)
    00 4 J=1.10
    4 B(10,J)=-P/C(J)
        RE.TUR!/
        ENT)
```

THIS PROGRAM SOLVES THE FOLLOWING NON-LINEAR SYSIEM BY THE LEVENBERG-MARQUARDT METHUD• IHE PROCEDURE IS CONSIDEREO COMPLETE WHEN THE EUCI.TUEAN NURM OF THE OLO ANU NEW VALUES IS LESS THAN 0.01.
(NOIE THAT THIS VALUE CAN BE MADE AS LARGE UR AS SMALL AS THE USEK WISHES.)
$F(1)=-11+2 * \times 1+\times 2+\times 3+\ldots+\times 10$
-
-
-
$f(I)=-11+2 * x I+\operatorname{SUM}(x, J) \quad J=1$ TO 10 WHERE $\quad ง=I$
-
-
-
$F(10)=-1+\operatorname{PROD}(\times 1) \quad I=1$ TO 10
THE FOLIOWIIG IS A I.IST OF THE SUBROUTLNES:
NAME FURPUSE

| FN | EVALUATES VECTOR FUNCTTON F (X) |
| :--- | :--- |
|  | AT PRESENT VALUE X |
| XM | COMPUIES THE PPOLUCT OF MATILES |
| AI | COMPUILS THE NEW VALUE OF THE |
|  | SOLUTIUN |
| XIN | INVERIS A MATRIX |
| FIN | EVALUATES THE JACOHIAN MATRIX |

THE LEVENBERGーMARWUARDT PROCLDUPE WORKS AS FOLLOWS:
LFT $X O$ BE AN INITIAL APPROXIMATION TU THE SOLUTION OF THE SYSTEM.
THEN GENEKATE XN HY THE FOLLOWING L-M EGUATION: IUOFE IN SUBKOUTINE AI!
$X N=X O-((, 1 T * J+R L . A M * I M) * *-1) * J T * F(X O)$
UT.IS THE JACOBEAN MATRIY. TRANSPUSE, $\checkmark$ IS THE JACOBEAN MATRIX, IM 1 S THE IUENTITY MATPIX. RLAM IS A VALUL CHOSEN BY A HROCESS LLSCRIBED BELOW. F(XO) IS THL VALUE OF THE VECTOR FUivCTIUN.

XN ELCOMES THE NF.H VALUE OF THE SOLUTION.
THIS PROCEOURE CONTINUES AS PRESCRIBEU BY THE FOLLGWINE ALGORTTHM UNIJL THE SOI UTTON CHANGES VERY LITTI.E.

```
C SIEH 1:LEI XO EE MN INITIAL VALJE. *
    IET RLAM BE A NUMBER HETWEEN .001 *
    AND 1.0. AND LET V=1.25. *
    STEP 2:COMPUTE XM.
    STEP J:IF IIXN-XOII<0.01 FO TO STEP 6.
    STEP 4:XO=XN, COMPUTE MEW RLAM.
    STEF 5: LOMPUTE YN EY L-M EQUATION* *
        6OTOSIEF 3. *
        STEP G:THE PROCEDUNE IS COMPLETE ANO XN
        IS THE AHFKOXIMATE SOLUTION TU IHE.
        GYSTEN.
    C COMPUTATION OF NLW RLAM.
        LET RLAN BE GIVEN INTITIALLY AND L.ET V=1.25.
        LET RLANO DENOTE IHE HKEVIUUS RLAM.
        COMPLTE F(RLAMO*XU)=W
        F((RLANO/V)*XU)=Y
        F(xO)=<.
        THEN (1) IF IIYII<=IILII THEN
        HLAM=RLAMO/V.
        (2) IF IIYII>IIZ:I AND IIWII<= IILII THEN
            RLAM=RLAMO.
            (3) IF ||YI|\{こ!| AND IIWI| >IILI| THEN
        INCREASE RIIAROG BY SUCCESSJVE.
        MULTIPLES OF Y UNTIL
        ||F((KLAROO*(y**A))*XO)||<=1|Z||
        THEN LET RLLRM=RLAMO*(V**A).
        *
        C
        C
        L
        C
        C
        C
        L
        C
        C
        C
        C
        C
            IMPLICIT NEAL*8(A-H,OU=)
            DINENSI(NN XO(10), AO(10,JO), XN(10),FO(10),FNN(10),
            -AN(10,10), XX(10),F1(10),F2(10),Y0(10),Y(10)
            EXTKRNAL XM,FN,XIN,AD,FUN
C***********************************************************
C
    CALL TIME2 IS A PROCEDUPE USED TO
    FIND VIRTUAL C.P.U. TINE.
    CALL TIME?
C***********************************************************
C STEH 1 IN ALGORITHM.
C***********************************************************
    DO 91. I=1,10
    Y1 xO(I)=.5
    RL.MM=. ל00
    V=1.25
    N=10
C***********************************************************
C
STEP 2 IN ALGORITHM.
C***********************************************************
```

C*************************************************************
DO 6 J=1,N
6 SUN=SUM+DAES(XN(J)-XU(J))**2
SS=OSQRT (SUM)
IF (SS.I.T.0.01)GO TU 9'9
し**************************************************************
C STEP 4 IN ALGORITHM.
C.****************************************************************
DO Y J=1N
XO(v)=XN(J)
XN(J)=XC(U)*RLAM
9 XX(U)=XC(J)*RLAM/V
CAILL FN(XN,F1,N)
CALL. FN(XX,F2,N)
A=0.0
B=0.0
C=0.0
DO 18 J=1,N
A=A+FNN(J)
B=B+F1(J)
18C=C+F2(J)
IF(C.LE.N)TO TO 24
IF(B.LE.A)GO TO 29
21.RL.AM=RLLAM*V
00 19 J=1,N
19 XN(J)=XN(J)*RLAN
CALLL FN(XA,F1,N)
B=0.0
DO <O J=1,N
20 B=B+F1(J)
IF(b.LE.A)GO TO ?9
GO 10 21.
24 RLAVM=RLAM/V
C************************************************************
C
STEP 5 IN ALGORITHM.
29 CALI- FUN(XO,AO)
CALL AI(XO,AO,RLAM,N,XN,FO)
5 contiNuE
C**************************************************************
C
THE FROCEDURE IS COMPLETE.
し************************************************************
99 CALL FN(XfV,FNN,N)
WRIIE(6.55)I
WHTIE(6,56)(XN(J),U=1,N)
WRIIE(6,57)(FNN(J),J=1,N)
55 FORMATI/.15X.'THE HUMBFR OF ITER^TIONS
-IN L-M IS'.I5)
56 FURMAT(/, 1x,10(1x,18.3))
57 FORNINT(/, 1x,10(1x,18.3))
CALL TINEZ
STOF
END
l****************************************************************
C

```
L
    SUBKDUIINE XM(A,R,N,C)
    IMPLICIT REAL*&(^-H,O-Z)
    UIMENSION A(10,10),B(10,10),C(10.10)
    OO 1 J=1.N
    OO 1 I =1.N
    C(J.I)=0.0
    DO 1 K=1,N
    1C(J,I)=C(J,I)+A(J,K)*B(K,I)
    KE_TURW
    END
```

C
FN COMPUTES THE VECTOK FUMCTION F AT A
SUPGKOUIINE FN(A,F,N)
1NPLIC1T HEAL*日 $* A-H \cdot U-Z)$
DIMENSION F (10), $\mathrm{A}(10)$
$\mathrm{S}=0.0$
$P=1.0$
- DO $1 I=1 \cdot 10$
$r=p * A(1)$
$1 S=S+A(1)$
$N N=9$
DO 2 $J=1 \cdot N N$
2. $F(J)=-11 \cdot+2 \cdot * \cap(J)+S-\Lambda(1+)$
$F(10)=-10+F$
RETURN
END
C***********************************************************
C XIN COMPUTES $A * *-1=C$
C***************************
SURKOUTINE XIN(A, CiN)
1MPLICIT RFAL* $8(A-H, U-z)$
OINENSION A(20,10), B(20.20),C(10,10)
DO $1 \quad J=1$. iv
DO $1 \quad I=1$, N
1. $B(J, I)=A(J, 1)$
$\mathrm{N} 1=\mathrm{N}+1$
$N 2=N * 2$
00 2 $J=1, N$
DO $2 \mathrm{I}=\mathrm{N} 1$, Ne
$2 B(J \cdot I)=C \cdot 0$
DO $3 \quad J=1, N$
$3 B(v \cdot J+N)=1.0$
UO $4 \quad J=1, N$
$A A=b(v \cdot J)$
UO $\because \mathrm{I}=1 \cdot \mathrm{~N} 2$
$5 B(J \cdot I)=B(J, I) / A A$
DO $6 \quad k=1$. $N$
IF(K,EQ.J)GOTO 6
$A A=0(K, J)$
UO T $L=1, N 2$
$7 B(K, L)=-1 . * A A * B(J \cdot L)+B(K, L)$
6 CONTINUE
4 CONTINUE
uo y $J=1, N$
UU Y $I=1, N$
g C (J, I) $=8(\mathrm{~L} \cdot \mathrm{I}+\mathrm{N})$
RETURN
END



```
C
C
C
C
C
C
C
C
C
    IHIS PROCEDURE IS CONTINUED AS PRESCKIUED BY
    IHE FOLLOWING ALGORITHM UNIIL THERE IS
LITILE CHANGE IN THE SOLUTION.
STEP L:IET XO EE AN INITIAL VALUE.
    IET AI BE ACTUAL JACOBIAN INVERSE.
STEP 2:COMPUIE XN BY EQIJATION 1.
STEF 3:JF IIXN-XOII<10**-11 GO TO SILP 6.
STEP 4:COMPUTE AIF: RY FQUATION (2).
STEP 5:XO=XN, GO TO 3 COMPUTE XN BY EQUATION (3).
STEP क́:THE PROCLDURE IS COMPLETE ANO XN
IS THE APPPOXIMATE SOLUTION TC IHE
SYSTEM.
IMPLICIT REAL＊ \(8(A-H, U-2)\)
DIMENS10N XO（10），AO（1C，10），XN（10），SS（10）itNN（10），SN（10），
－A1（ 00.10\() \cdot C(10 \cdot 10), F U(10) \cdot X(10), Y(10)\)
EXTEPNAL FN，XIN，FJIV
```

```
C CALL TJMEZ IS A PROCEUURE USEU TU
```

C CALL TJMEZ IS A PROCEUURE USEU TU
FINO VIRTUAL. C.P.U. TIME..
FINO VIRTUAL. C.P.U. TIME..
CALL TINE?
CALL TINE?
C゙*************************氺********************************
C゙*************************氺********************************
C STEP 1 IN ALCCRLTHM.
C STEP 1 IN ALCCRLTHM.
N=1!
N=1!
LO Y1 I=1,10
LO Y1 I=1,10
91 }\times0(1)=1.00
91 }\times0(1)=1.00
CALL FJN(XO,AO)
CALL FJN(XO,AO)
CALL XIN(AO,AI,1:)
CALL XIN(AO,AI,1:)
〔************************************************************
C
STEH 2 IN ALGORITHM.
*
C゙***********************************************************
CALL FN(XO,FO,N)
DO 'J II = 1,400
DO 1. J=1,N
XN(J)=0.0
UO 1 JJ=1;N
1 XN(U)=XN(J)+AI(心!u゙)*FO(JJ)
[00 2 J=1,N
2 XN(J)=XO(J)-XN(J)
SUM=0.0
S2=0.0

```

```

    IMPLIC1T KEAL*E!A-H,U-2)
    DIMENSION KO(10), AO(1C,10),XN(10),SS(10),FNN(10),SN(10),
    -A1(10,10),C(10.10),FU(10),X(10),Y(10)
    EXTEPNAL FN,XIN,FJN
    ```

```

            CALL FN(XO,FO,N)
            DO 5 II=1,400
            DO 1 J=1,N
            XN(J)=0.0
            DO 1 JJ=1,N
            1 XN(U)=XN(J)+AI(U,UJ)*FO(JJ)
            DO 2 }\=1,
            2 Xiv(v)=xO(u)-XN(J)
            SUM=0.0
            S2=0,0
    ```

CALL FN（XN，FNN，N）
DU b \(J=1 . N\)
SS \((J)=X N(J)-X O(J)\)
\(Y(J)=F N N(J)-F O(J)\)

6 SUM＝SUM＋SS（J）＊SS（v）
SG＝USURI（SUM）
C＊＊＊＊＊＊t＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊
C STEP 3 IN ALGORITHM．
C＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊k＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊
If（SQ．LT．0．0000UUUOUO1）GU TO 99
C＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊
C
STEF 4 IN ALGORITHM．
DO B J＝1，IV
\(x(J)=0.0\)
DO \＆\(J J=1 \cdot N\)

（1） \(9 \quad J=1 \cdot N\)
\(9 \operatorname{Siv}(v)=S E(J)-\lambda(v)\)
\(\mathrm{Q}=0 \cdot 0\)
D（） \(10 \quad v=1 . N\)
10 は \(=Q+x(山) * S S(J)\)
［0 11 \(\quad=1, N\)
\(x(J)=0.0\)
DU 1\(]\) い 1 ，N
\(11 \times(J)=x(\jmath)+S S(J \cup) * A 1(J \cup, ~ J)\)
DO \(14 \quad J=1, N\)
UO \(14 \quad \mathrm{~J}=1\) •N
14 AO（J，لJ）\(=\operatorname{SN}(J) * \times(J J) / Q\)
DU \(12, ~ J=1, ~ N\)
DC \(12 \quad J=1, N\)

し＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊
し STEr 5 IN ALGORITHM．
し＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊
DO \(13 \quad J=1, N\)
\(13 \times 0(\omega)=X N(J)\)
CALL FN（XO，FO，N）
5 CONTTNUE

C
IHE PROCEDURE IS COMPLETE．
し＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊t＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊
99 CALL FN（XN，FNN，N）
WKITE 6,55\() .1\) I
WKIIE（6，56）（XN（J），J＝l，N）
WKITE（6，57）（FMN（J），\(j=1, N\) ）
55 FURMAT（／， \(15 x\) • THE NUMGEK UF ITERATIONS IN L－M IS＇．IS）
56 FORMAT \((/, 1 x, 10(1 X, F 12,9))\)
ち7 FORMAT（／，1X，10（IX，F12．9））
CALL TIMEZ
STOP
END
C＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊

SUAROUI JME FN(A,F,N)

DIMENSION F(10), A(10)
\(\mathrm{S}=0.0\)
\(\mu=1\) • 0
DU \(1 \quad I=1: 10\)
\(p=P * \wedge(1)\)
\(1 S=S+A(1)\)
\(N B=\) =
UO \(\therefore \quad J=1\), NN
\(2 F(J)=-11 \cdot+2 \cdot * \Delta(J)+ら-\wedge(1+)\)
\(F(10)=-1 .+P\)
RETURN
END
```

C XIN COMPUTES A**-I=C
SUBKOUTINE XIN(A,C,N)

- MMPIICIT REAL* $\beta(\Lambda-H, U-Z)$
DIMENSION A (10,10), B(10.20),C(10,10)
DU $1, J=1 \cdot N$
DO $1 \quad I=1$, N
$1 B(J, I)=A(v, I)$
$N I=N+1$
$N C=N * 2$
UU 2. $J=1$. N
$1)<\mathrm{I}=\mathrm{N}, \mathrm{N} 2$
$2 H(J \cdot I)=0 \cdot 0$
WO $\leqslant J=1, N$
$3 H(J \cdot J+N)=1.0$
00 \& $J=1, N$
$A A=B(J, j)$
DO 5 $I=1$, 1 Na

```

```

טO क $K=1$, N
JF(K.Eは.J)GOTO 6
$A A=B(K, J)$
DU $7 \mathrm{~L}=1$, N2
$7 B(K, L)=-1 . * A f * B(J, L)+E(K, L)$
6 CONIINUE
4 CONIINUE
DO Y $J=1, N$
DO y .I $=1 \cdot N$
$9((J \cdot I)=B(J \cdot I+N)$
KETURN
END

```

SUBROUTINE FUM(A,B)
IMPLICIT REAL* \(3(A-H, O-Z)\)
UIMEINSICN A(10), H(20.10)
\(P=1.0\)
\(001 \quad I=1.9\)
\[
\begin{array}{ll} 
& 00 \quad 1, J=1,10 \\
1 & B(I, J)=1,0 \\
& U O \quad, \quad J=1,9 \\
\therefore & B(J \cdot J)=2.0 \\
& D O, J=1 \cdot 10 \\
3 & P=F * A(J) \\
& U O \quad 4, J=1,10 \\
4 & B(1 U, J)=P / A(J) \\
& R E T U R N \\
& E N D
\end{array}
\]

\section*{APPENDIX D}

\section*{Proof of Theorem 3}

Theorem 3 follows immediately from the more general result listed below.

Theorem - For any real matrix \(A, A^{T} A\) is positive semi definite, \(\left(A^{T} A+\lambda I\right)^{-1}\) exists when \(\lambda>0\) and him \(\left|\left|\left(A^{T} A+\lambda I\right)^{-1} A^{T} x\right|\right|=0, \lambda \rightarrow \infty\), for each \(x\) in \(R^{n}\).

Proof - The symmetric matrix \(A^{T} A\) is semi positive definite since \(\left(x, A^{T} A x\right)=||A x||^{2} \geq 0\) for each \(x\). Consequently, matrix \(R\) exists with \(R^{T} R=I\) and \(R^{T} A^{T} A R=D\), when \(D\) is a diagonal matrix with diagonal entries \(d_{1}, d_{2}, . . \quad d_{n}\). Thus, for \(\lambda>0,\left(A^{T} A+\right.\) \(\lambda I)^{-1}=R[D(\lambda)]^{-1} R T\), where \(D(\lambda)\) is the diagonal matrix with diagonal entries \(d_{1}+\lambda, d_{2}+\lambda, \cdot . \quad d_{n}+\lambda\). Since \(\quad\left|\left|\left(A^{T} A+\lambda I\right)^{-1} A^{T} x\right|\right|=\left|\left|R[D(\lambda)]^{-1} R^{T} A^{T} x\right|\right|\)
and \([D()]^{-1}\) is the diagonal matrix with diagonal entries \(\left(d_{i}+\lambda\right)^{-1},\left(d_{2}+\lambda\right)^{-1}, \ldots\left(d_{n}+\lambda\right)^{-1} \lim _{n \rightarrow \infty}\) \(\left|\left|[D(\lambda)]^{-1}\right|\right|=0\) and \(\lim _{\lambda \rightarrow \infty}| |\left(A^{T} x+I\right)^{-1} A_{A} \mathrm{~T}_{\mathrm{T}} \|^{\infty}| |=0\).

The \(L-M\) method clearly gives Newton's method when \(\lambda=0\), that it approaches the method of steepest descent as \(\lambda\) increases is an immediate consequence of the above result.```
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