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Section 1. Introduction 

There are many important and well-known theorems in mathematics that deal with the factorization of 

objects into products of special types. For example, the Fundamental Theorem of Arithmetic states that every 

positive integer can be factored uniquely, up to order, as a product of prime numbers, and a similar theorem 

in algebra states that any polynomial over a field can be factored uniquely, up to order and constant factors, 

as the product of irreducible polynomials over the field . Other examples of the same theme include that any 

permutation of a finite set of at least two elements can be factored as a product of transpositions, that any 

n x n positive definite matrix can be factored as the product of a lower triangular and upper triangular matrix, 

that any n x n matrix can be factored as the product of at most n reflections , and that any invertible matrix 

can be factored as the product of elementary matrices. 

The problem that we are examining is another type of special factorization of a matrix, this time as 

product of involutions, i.e ., matrices that are their own inverses. The question that is to be answered is as 

follows: 

Does there exist a smallest positive integer k, such that for any 

matrix A E = SL(n, F) which is a product of involutions, A can 

be written as the product of at most k involutions, and, if such an 

integer exists, what is it? 

(Note: = SL(n, F) is the group of all invertible n x n matrices of determinant = 1 over the field F.) 

We will begin our examination of the factorization of matrices as the product of involutions by first stating 

precise definitions of basic terms that are to be used in the remainder of the paper . These definitions , along 

with examples, are given in Section 2, so the reader might want to skip this section and refer back to it as 

needed . Some more introductory material is presented in Section 3, which, as a foundation for the following 

sections, contains a general discussion of involutions, their determinants , and how they relate to the groups 

GL(n , F) and = SL(n, F) . 

The main discussion of the problem that we are trying to solve begins in Section 4 and continues in Sections 

5 and 6. In Section 4 the special case of matrices that can be written as the product of two involutions is 

examined, examples of such matrices are presented, and related theorems are stated and proven. 

Section 5 contains examples of matrices that cannot be written as the product of two or three involutions, 

and so the number of involutions needed in such a product must be greater than or equal to four, and the 

main theorem of this paper, the Four Involutions Theorem, which proves that four involutions suffice in every 

case, is stated and proven. 

Following the main theorem of Section 5, Section 6 deals with special cases of matrices that can be written 

as a product of exactly three involutions, and again examples are given and related theorems are stated and 

proven. In Section 7 we discuss how we can generalize this concept of factoring a matrix as a product of 

special matrices if we pass to rings of special types which are not fields, and we look at what has to be true 

of these rings, and of what form these special matrices must be. Finally, Section 8 contains a summary of the 

problem discussed in this paper and of the various results that were presented , and it is mentioned how this 

concept of factoring matrices into special products can be extended to other classes of matrices . 
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Section 2. Definitions and Examples 

Definition 1. (Involutory Matrices) Let F be any field and consider the general linear group GL(n, F) of 

all invertible n x n matrices with entries over F, and let A E GL(n, F) such that A 2 = In. Then A is called 

an involutory matrix, or, more simply, an involution. • 

Example 1. (2 x 2 Involutory Matrix) 

Consider the matrix Y = [~ ;] E GL(2 , Z11) . Since 

it follows that Y is an involution . • 

Example 2. (3 x 3 Involutory Matrix) 

[ ~' 1 

!] Consider the matrix A = -1 E GL(3, Z7). Since 
-1 1 

[ ~2 
1 ~1 [ ~2 

1 

!] [4+0-3 -2-1 + 3 -6 +0+6] [i 0 ~] A2 = -1 -1 o+o+o 0+1+0 o+o+o 1 = ]3 , 

-1 1 2 -1 1 2+0-2 -1 - 1 + 2 -3 + 0 + 4 0 

it follows that A is an involution. • 

Definition 2. (Similar Matrices) Two matrices A and Bin M(n , F), the group of all n x n matrices over 

a field F, are similar if there exists an invertible matrix XE GL(n, F) , such that A= x- 1 BX. • 

Example 3. (Similar Matrices in fu) 

Consider the matrices A= [ ! ~] and B = [ ! ~] both in M(2, Z11). Then A and B are similar since 

there exists an invertible matrix X = [! ;] E GL(2,Z11 ), with x- 1 = [: 1
2
0

] , such that 

Example 4. (Similar Matrices in b) 

Consider the matrices A=[~ ~] and B = [! ~] both in M(2,Zs) . Then A and Bare similar since 

thereexistsaninvertiblematrixX= [~ ~] EGL(2 , Z5), withX- 1 = [!1 ~
2

],suchthat 

x- 1
BX= [!1 ~2] [! ~]x= [~ ~] u ~] == [~ 1

5
1] = [~ ~] =A. o 
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Note 1. 

Let A E M(n, F) and DE M(n, F) be similar matrices. So there exists some matrix BE GL(n, F), such 

that B- 1 AB = D . Now if A is non-singular then we have 

D = B- 1 AB => det(D) = det(B- 1)det(A)det(B) f 0, 

and so it follows that D is also non-singular. o 

Definition 3. (Involutorily Similar Matrices) Two matrices A and B in M(n, F) are involutorily similar 

if they are similar, and an involution is implementing the similarity (i .e., there exists some involution X E 

GL(n, F), such that A= x- 1 BX). o 

Example 5. (Involutorily Similar Matrices) 

Consider the matrices A= [~ n ,B = [! ~], and X = [! ;] which are all in GL(2 , Z11 ) . 

By Example 1, X is an involution , and since 

it follows that A and B are involutorily similar. • 

D efinition 4. (Adjoint of i! Matrix) The adjoint , denoted by adj(A) or by A*, of a matrix A E M(n, F), 

is the transpose of the matrix with elements iij, where i,j = 1, 2, 3, ... , n , and iij = (-1/+i det(A;j ) - o 

Example 6. (Adjoint of i! Matrix) 

Considec the mat,ix A - [ l ~ ~] E M(3, R). 

Then 

, 21 =(-1)3 det [~ ~]=15, , 22 =(-1)
4
det[i ~]=-5, , 23 =(-1)5det [~ ~]=-1 , 

, 31 = (-1)4 det [; ~] = - 31, ')'32 = (-1)5det D ~] = 13, and ')'33 = (-1)6 det [! ;] = l. 

So, f = r~:~ ~:: ~::] = [ ~: !5 !
1
1] , therefore adj(A). = rT = r-

2
2
6 ~~ ~

1
!1

] . o 
/31 ')'32 /33 - 31 13 -1 
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Definition 5. (Unitary Matrix) A matrix A E M(n, F), is said to be unitary if A• A= In, where A• is 

the adjoint of A if F # C , and A• is the transposed conjugate (A)I' of A if F = C . o 

Example 7. (2 x 2 Unitary Matrix) 

LetK= [i !] EM(2,R). 

Thenf=[~~~ ~~~]=[_\ -;
1
],soK•=adj(K)=fT=[!1 -;

7
] . 

Now 

• [ 4 -7] [2 7] [ 8-7 28-28] · [1 OJ 
K K = -1 2 1 4 = -2 + 2 -7 + 8 = o 1 = h 

Hence, K is a unitary 2 x 2 matrix. o 

Example 8. (3 x 3 Unitary Matrix) 

Consider the matrix A=½ [~
2 

; -;
1

] E M(3,R) . 
2 1 -2 

Then r = [~~~ ~~~ ~::] = ½ [~
2 

; -;
1

] , so A•= adj(A) = rr = ½ [-;
2 

; i ] 
1'31 1'32 1'33 2 1 -2 -1 2 -2 

[ 

1 o ol 0 1 0 
0 0 1 

Hence it follows that A is a unitary 3 x 3 matrix. o 

2+2-4 l 
-2 +4+-2 

1+4+4 

Definition 6. (Unitary Involution) A matrix A E M(n, F), is said to be a unitary involution if both of 

the fallowing hold: 

1) A is unitary (i .e., A• A= In), and 

2) A is an involution (i.e., AA= In) , 

or, in other words, A is a unitary involution if A•= A= A- 1 . o 

Example 9. (2 x 2 Unitary Involution) 

Consider the matrix X = [ ~ ; ] E M(2, Z11 ) from Example l. Now X is an involution (as shown in 

Example 1) and also x• = adj(X) = [ !
9 

~
2

] , and so it follows that 

x·x=adj(X)X= [!9 ~2] [! ;] = [100 . 100] = [~1 ~1]-th . 

4 



Since x• X # h, then X is not a unitary involution , and so not all involutions are unitary involutions . 

0 

Example 10. (3 x 3 Unitary Involution) 

Let A= 0 -l 0 E M(3, Z1). Then we know from Example 2 that A is an involution. [-2 1 3] 
-1 1 2 

[
-02 _11 03] Now A• = adj(A) = = A, and so A• A= adj(A)A = AA= Ia, so it follows that A is a 
-1 1 2 

unitary involution. o 

Definition 7. (Unimodular Matrix) Let A E GL(n, F) . Then if det(A) = 1, or det(A) = -1, A is said to 

be a unimodular matrix (i.e ., if A E ~ SL(n, F), A is said to be unimodular). o 

Example 11. (Unimodular Matrix) 

Let A= E GL(3 , Za) . 
[011 021 2~] 

Then 

det(A) = -11 ~ i I= -1(1- 2) = -1(-1) = 1, 

and so it follows that A is unimodular (i.e., A E ~ SL(3 , Z3 )) . o 

Definition 8. (Characteristic Polynomial) Let A E M(n, R) , the group of all n x n matrices with entries 

over a ring R. The characteristic polynomial of A, denoted be CA(x), is defined by 

CA(x) = det(A - xln), 

where CA(x) is of the farm 

Example 12. (Characteristic Polynomial) 

Let A E M(2, Z5 ) be defined by A= [~ ! ] . 
Then 

is the characteristic polynomial of A . o 

Note 2. 

Since CA ( x) is of the form 

1 
] =(2_:x)(3-x)-4= x2 -5x+6 -4= x2 +2, 

3-x 
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for any A E M(n, R), it follows that CA(x) E R [x], the ring of all polynomials in the indeterminate x with 

coefficients in R. 

Also, every monic polynomial of degree n in R[x] is the characteristic polynomial of some n x n matrix 

in M ( n, R), as will be seen in the following definition. o 

D efinit ion 9 . (Companion Matrix) Let f(x) = xn + an _1xn-l + an-2Xn - 2 + ... + a1x + a0 be a manic 

polynomial in R[x], where Risa ring, with deg(!) 2'. 1. Define then x n matrix Com(!) E M(n, R) by 

Com(!)= 1: ! 
0 0 

Then I X 

0 .. . 

-1 X . . . 

det[xI. - Com(/)] = det ~ 
0 ... 

0 .. . 

0 
0 
0 

-ai 

- a2 
-ao I 

1 -a:_l . 
0 ao 
0 a1 

X a._, I 
-1 X + an-1 

= f(x), 

and Com(!) is said to be the companion matrix of the monic polynomial f(x) . If deg(!)= 0, then Com(!) 

does not exist. o 

N ote 3. 

The characteristic polynomial Geom(!) of the companion matrix of f ( x) is given by 

Ccom(f)(x) = det [Com(f) - xln] = det [- In(xln - Com(!))]= det(-In) det(xln - Com(!)) = (- lt f(x). 

Since the characteristic polynomial Com(!), of the companion matrix of f(x), is (-lt f(x), then every 

polynomial of degree n in R [x] with leading coefficient (-lt is the characteristic polynomial of some matrix 

in M(n, R). o 

Example 13. (Companion Matrix) 

Let f(x) = x 3 +5x2 +3x+4 E Z1[x]. Then the companion matrix of f(x) is the 3 x 3 matrix in M(3, Z1) 

defined by 

[ 
0 0 -4 i [ 0 0 3 l Com(!)= 1 0 - 3 = 1 0 4 . 
0 1 -5 0 1 2 

Note that 

Ccom(J)(x) = det[Com(/)- xln] = det rn ! i] [ ~ i m = det [ T 0 
- x 
1 

x 1-x 
4 I IO 3 I = -x(-2x + x 2 - 4) - (-3) = -x3 + 2x 2 + 4x + 3 = - 1 2-x - 1 2 - x 

-(x3 - 2x2 - 4x - 3) = -(x3 + 5x2 + 3x + 4) = (- 1)3 f(x). o 

6 



Definition 10. (Cyclic Matrix) A cyclic matrix is a matrix that is similar to the companion matrix of an 

irreducible polynomial. • 

Example 14. (Cyclic Matrix) 

Let f(x) = x3 + 2x + 1 E Z1[x] . Then, since f(x) has no zeros in Z1, it follows that f(x) is irreducible 

over Z7 , and also the companion matrix Com(!) E M(3, Z1) of f(x) is defined by 

Com(!)= [~ ~ =;J 
0 1 0 

Now let the matrix A E M(3, Z7) be defined by A 

matrix B 
[
!1 ~ ; ] E GL(3 , Z1) , with B- 1 

-1 -1 -2 

[ 
~ 2 ~ =~] · Then there exists a 
-2 -1 0 

[=~ ~l -;
2

] , such that B- 1 AB 
-1 0 -1 

[=~ ~1 -;2] [~2 ~ =~] B= [ ~ ~l 
-1 0 -1 -2 -1 0 -3 1 

~i [!1 ~ ; ] [~ ~ =;] = Com(!). 
3 -1 -1 -2 0 1 0 

Therefore we have shown that A is similar to the companion matrix of an irreducible polynomial, and so 

it follows that A is cyclic . • 

D efinition 11. (Block Submatrix) Given an m x n matrix A with entries over a ring R, if a number of 

complete rows or columns of A are deleted, or if some complete rows and complete columns of A are deleted, 

the new matrix that is obtained is called a block submatrix of A. • 

Example 15. (Block Submatrix) 

Let A = [; : ~ 1
6
0] E M(3 x 4, R) . 

1 2 8 12 

Then B = [: ~] , C = [ 5] , D = [ 2 3 5 6] , are some of the block submatrices of A. • 

D efinition 12. (Block Matrix) A block matrix A E M(m x n, R), where Risa ring, is a matrix of the 

form 

with block submatrices A;j of A, where A;j is an M; x Nj matrix. • 

Example 16. (Block Matrix) 

[ 

1 2 
Let A = 18 7 

5 7 

3 4 1 ll 
5 9 8 

4
2 E M(3 x 6, R) . 

11 0 1 

7 



Define A11 , A12, A13, A21, A22, A23 as follows: 

A11 = [ 1~ ; ] E M(2 x 2, R ), A12 = [! i !] E M(2 x 3,R ), 

A13 = [ ; ] E M(2 x 1,R), A21 = [5 7] E M(l x 2, R) , 

A22= [ll O l]EM(l x3, R ), A23 =[ 4]EM(lxl,R) . 

Then M1 = 2, M2 = 1, and N1 = 2, N2 = 3, N3 = 1, and also each Aij is a block submatrix of A, and so it 

follows that 

is a block matrix . o. 

D efinition 13. (Block Diagonal or Quasidiagonal Matrix) The matrix A is block diagonal or quasidiagonal, 

if it has the partitioned form 

A = 
[

A11 0 ·· · 
0 A22 · · · 
. . . . . . . . . 
0 0 

where the matrices A;; are all square matrices but not necessarily of the same size. 

Sometimes the notation diag(A11, A22 , ... , App) , is used to denote a block diagonal matrix. o 

Example 17. (Block Diagonal or Quasidiagonal Matrix) 

5 7 0 0 0 0 
3 11 0 0 0 0 

Let A= 
0 0 4 0 0 0 

E M(6 , R) . 
0 0 0 1 g g 

0 0 0 2 7 20 
0 0 0 3 12 6 

Then A is a block diagonal or quasidiagonal matrix composed of the blocks A11 = [ ~ 
1
7
1

] , which is a 

2 x 2 block, An = [ 4], which isa I x I block, and Au = [ ~ 
1
~
2 
fl • which is a 3 x 3 block. o 

Note 4. 

Let D = diag(D 1 , D 2 , ... , Dn) be a block diagonal matrix in GL(n, R) , where R is a ring . Then D- 1 

exists, and is defined by 

D-1 d ' (D-1 D-1 D-1) = zag 1 , 2 , ... , n . 

For example, consider the block diagonal matrix D = diag(D 1 , D2) E GL(6, R), defined by 

1 1 1 0 0 0 
0 2 2 0 0 0 

D = 
0 0 3 0 0 0 

= [ ~l . ~J . 0 0 0 1 0 0 
0 0 0 1 - 2 0 
0 0 0 1 -2 2 
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[! 
1 U , and D, = [ : 

0 ~] Then D1 = 2 -2 
0 -2 

[! 
- 1/2 

- ~/3 ] , and Now both D1 and D2 are non-singular, with D11 1/2 D-l 
2 

0 1/3 

[ 1~2 

0 ~ l • and w it follow, that - 1/2 
- 1/2 1/2 

1 -1/2 0 0 0 0 
0 1/2 -1/3 0 0 0 

D- 1 d ' (D-l D - 1 ) 
0 0 1/ 3 0 0 0 [ D-1 

D~ 1 ] · 
- 1 = iag l ' 2 = 0 0 0 1 0 0 - 0 

0 0 0 1/2 - 1/2 0 
0 0 0 0 -1/2 1/2 

To verify that n- 1 = diag(D11,D21
), as defined , is indeed that inverse of D = diag(D1 , D 2 ) , we can 

quickly compute that 

D2~21] = [ ~ n, and that 

D2~ D2 ] = [ ~ n . 0 

D efin it ion 14 . (Direct Sum of Matrices) The direct sum of n matrices, M1 , M2, ... , Mn , in this order, is 

the matrix M of the form 

[

M1 0 
0 M2 

M = . . 

0 0 

denoted by 

where the main diagonal of each M; lies on the main diagonal of M . o 

Example 18. (Direct Sum of Matrices) 

Let A= [!4 --;
1

] EM(2x2, R ),andB = [ ~ 
1 

~] E M(2 x 3, R ). Then 2 

A EB B = [ ~4 
~l ~ 

0 0 0 

0 !] E M(4 x 5, R ), 
0 
1 
2 

is the direct sum of the matrices A and B . o 

D efinition 15. (Diagonalizable Matrix) A matrix A E M(n, R) , where R is a ring, is said to be 

diagonalizable, if there exists a matrix B E GL(n, R), such that B- 1 AB = C, where C is a diagonal matrix 

(i .e., C = (cij) is an n x n matrix with Cij = 0, for all i # j). o · 

g 



Example 19. (Diagonalizable Matrix) 

Let A = 

B -l = [ 5 
- 7 

[ =!; 1
6
0] E M(2, R). Then since there exists 

-2] 
a matrix B p ~] E GL(2, R ), with 

3 
, such that 

- 2] [-19 6 ] B = [-25 10 ] [ 3 2] = [ -5 0 ] = C 
3 - 35 10 28 - 12 7 5 0 - 4 ' 

where CE M(2, R) is a diagonal matrix , it follows that A is a diagonalizable matrix . o 

D efinition 16. (Block Decomposable Matrix) A matrix A E M(n, F) , where F is a field, is said to be 

block decomposable if i t is similar to a block diagonal matrix, diag(All, A22) , of more th an one block, where 

All E M(n1, F), A22 E M(n2 , F), and n1 , n2 > 0, with n1 + n2 = n. 

Otherwise the matrix A is said to be block indecomposable. • 

Example 20. (Block Decom posable Matrix) 

[l 
5 

l] [l 
2 ~I l Let A = 2 E M(3, R). Then since there exists a matrix B = 1 E GL(3, R ), with 

0 1 

[-2 2 ~I] , such that B - l = ½ ~ -1 
- 5 

[-2 2 

~Im 
5 5] I [ 14 - 6 -61 [I 2 

o l [-16 16 ~] B - 1 AB =~ 5 -1 2 ~ B = B ~ 3 23 23 2 1 -1 = ~ 112 40 
8 1 - 5 0 - 5 3 3 1 1 8 0 0 

[-2 2 o l 14 5 0 = C, 
0 0 1 

where C = diag(Cll,C22) E M(3, R ) is a block diagonal matrix with blocks Cll = 
C22 = [l] E M( l , R ), it follows that A is a block decomposable matrix . • 

[-2 2] 
14 5 

E M(2 , R), and 

Example 21. (Block In decom posable Matrix) 

Consider the matrix A = [ ~ ~] E M(2, R) (note that A is a Jordan canonical matrix as defined 

in Definition 17). Then if A is block decomposable, it follows that there exists some non-singular matrix 

B = [ : : ] E GL(2, R), with B - 1 = ad ~ bc [ !c ~b] E GL(2, R), such that 

B - 1 AB = P, 

where P E M(2, R) is a block diagonal matrix of the form P = [ ~~ 1 
. p~

2
] . 

So we have 

10 



B-iAB=ad~bc[!c ~b][~ ;]B=albc[!tc !c~2;a][: !] 
_i_[2ad+cd-2bc d2 

] [Pu 0] 
ad-be -c2 2ad - cd - 2bc - 0 P22 ' 

which means that the following equations must both hold: 

1 
---( d2

) = 0 • d2 = 0 • d = 0 and 
ad - be ' 

1 
---(-c2

) = 0 • - c2 = 0 • c = 0. 
ad- be 

However, since d = c = 0, then ad- be= 0, so Bis singular, and so we have a contradiction. So it follows 

that there can not exist any matrix BE GL(2, R) , such that B-i AB= P, where Pis a block diagonal matrix 

of more than one block, and so, by Definition 16, A is block indecomposable. o 

Note 5. 

If two block diagonal matrices are similar, and their blocks are block indecomposable, then their blocks 

are similar in pairs. 

Foe example the block diagonal mat,ices C and D, both in M ( 3, R) , defined by C = [ ~ 

D = [l80 -;
2 ~i are similar since there exists a matrix B = [~ ; ;J E GL(3, R), with 

0 0 6 0 0 3 

[
1 -1/2 o l 

B-i = 0 1/2 -1/3 , such that 
0 0 1/3 

o ol 6 0 , and 
0 6 

-1/2 o l [10 -2 
1/2 -1/3 8 2 ~i B = [1 ~3 ~i [~ ; 2 = 4 6 0 = c. 1] [ 6 o ol 
0 1/3 0 0 6 0 0 2 0 0 3 0 0 6 

Now the blocks of Dare Di = [ 1
8
° -;2] , which can be shown to be block indecomposable just as we did 

for the matrix in Example 21, and D 2 = [ 6) , which is clearly block indecomposable, and the blocks of C are 

Ci = [ 1 ~] , which can be shown to be block indecomposable, and C2 = [ 6 ) , which is block indecomposable. 

Clearly D2 is similar to C2, since they are equal, and so it follows that Di must be similar to Ci. This is easy 

to verify, since there exists a matrix I<= [ ~ ; ] E GL(2, R) , with J<-i = [ ~ ~%2
] , such that 

ICiDiI< = ½ [~ ~1] [180 -;2] I<=½ [182 -;6] J< = [1 ~3] [~ ;] = [1 ~]=Ci , 

and so D is indeed similar to C by blocks. o 

Note 6. 

If every block of a block diagonal matrix M E M(n, F) can be_ wr.itten as the product of two involutions 

in~ SL(n, F), then so can the matrix M . 

11 



For example consider the block diagonal matrix M E M(n, F) defined by 

[ A,0B, 
0 0 

JJ A2B2 0 
M= 0 0 A3B3 

0 0 0 

where each A; and each B; are involutions, and let 

[ A, 
0 0 0 B1 0 0 0 

A= : 

A2 0 0 0 B2 0 0 
0 A3 0 , and B = 0 0 B3 0 

0 0 Ak 0 0 0 Bk 

where A, BE M(n, F). 

Then we have 
A1 0 0 0 A1 0 0 0 
0 A2 0 0 0 A2 0 0 

A2 = 0 0 A3 0 0 0 A3 0 

0 0 0 Ak 0 0 0 Ak 

ff 
0 0 

JI 
1 0 0 0 

A/ 0 0 1 0 0 
0 Al 0 0 1 0 = In , 

0 0 0 0 0 1 

and 
B1 0 0 0 B1 0 0 0 
0 B2 0 0 0 B2 0 0 

B2 = 0 0 B3 0 0 0 B3 0 

0 0 0 Bk 0 0 0 Bk 

B1 2 0 0 0 1 0 0 

!I = I., 

0 B2 2 0 0 0 1 0 
0 0 B32 0 0 0 1 

0 0 0 Bk 2 0 0 0 ... 

and so both A and B are involutions. 

Now 

[ A, 
0 0 0 

[I 

0 0 0 A1B1 0 0 0 

AB= : 

A2 0 0 B2 0 0 0 A2B2 0 0 
0 A3 0 0 B3 0 0 0 A3B3 0 = M, 

0 0 Ak 0 0 Bk Q. 0 0 AkBk 

and so it follows that the block diagonal matrix M can be written as the product of two involutions. • 

12 



Definition 1 7. (Jordan Canonical Matrix) A Jordan canonical matrix is an n x n matrix 

[l 
b1 0 0 J], a2 b2 0 

0 0 an-l 
0 0 0 an 

such that for each s = 1, 2, 3, ... , n - 1, either b, = 0, orb, = 1 and as+l =a,. o 

Example 22. (3 x 3 Jordan Canonical Matrices) 

The following are all possible examples of a 3 x 3 Jordan canonical matrix J E M(3 , F) : 

(a) J = [~ ~ ~i , for any a E F, where a is an eigenvalue with multiplicity 3. Here the Jordan blocks 
0 0 a 

(see Definition 18) are Ji= [a] , h =[a], and h =[a]. 

(b) J = [~ ! 
0 0 

~] , fo, any o E F, whe,e o is an eigenvalue with multiplicity 3. Rm the Jo,dan blocks 

are Ji= [ ao ! ] , and h = [a] . 

(c) J = [~ ~ ~i , for any a E F, where a is an eigenvalue with multiplicity 3. Here the Jordan blocks 
0 0 a 

are Ji = [a], and h = [ ~ ! ] . 
( d) J = [ ~ ! ~] , for any a E F, where a is an eigenvalue with multiplicity 3. Here the whole matrix 

0 0 a 
is a Jordan block. 

(e) J = [~ ~ ~i , for any a, b E F, a -=p b, where a is an eigenvalue with multiplicity 2 and bis an 
0 0 b 

eigenvalue with multiplicity 1. Here the Jordan blocks are Ji = [a] , h = [a], and h = [ b] . 

(f) J = [~ ~ ~i , for any a , b E F, a -=p b, where a is an eigenvalue with multiplicity 2 and bis an 
0 0 a 

eigenvalue with multiplicity 1. Here the Jordan blocks are Ji = [a], h = [ b] , and h = [a] . 

(g) J = [~ ~ ~i , for any a , b E F, a -=p b, where a is an eigenvalue with multiplicity 2 and b is an 
0 0 a 

eigenvalue with multiplicity 1. Here the Jordan blocks are Ji = ( b] , h = [a] , and h = [a] . 

(h) J = [~ ! ~i , for any a , b E F, a -=p b, where a is an eigenvalue with multiplicity 2 and bis an 
0 0 b . 

eigenvalue with multiplicity 1. Here the Jordan blocks are· Ji = [ ~ ! ] , and h = [ b]. 
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-

(i) J = [~ ~ ~i , for any a, b E F, a# b, where a is an eigenvalue with multiplicity 2 and bis an 
0 0 a 

eigenvalue with multiplicity 1. Here the Jordan blocks are Ji = [ b] , and h = [ ~ ! ] . 
(j) J = [~ ~ ~i , for any a, b, c E F , a # b # c # a , where a, b and c are all eigenvalues with 

0 0 C 

multiplicity 1. Here the Jordan blocks are Ji = [a], h = [ b], and h = [ c ] . o 

Definition 18. (Jordan Canonical Form of~ Matrix) Any matrix A E M(n, R), where R is a ring, is 

similar to a block diagonal matrix of the form 

J = diag(Ji , h, ... , Jp) , 

where each J; is an r; x r; matrix of the form 

p 

where each A; is an eigenvalue of A and Lr; = n . 
i =l 

0 0 
0 0 

A; 1 
0 A; 

The matrix J is called the Jordan canonical form of A , and the r; x r; matrices J; are called Jordan 

blocks. o 

Example 23. (Jordan Canonical Form of~ Matrix) 

The following are examples of the possible Jordan canonical forms of a matrix A E ( 4, R) with an 

eigenvalue 2 of multiplicity 4: 

(a) J = [~ ~ ~ ~l · He,e the Jo,dan blocks (see Definition 18) a,e J, = [2) , J, = [2) , J, = [2) , 

andJ4 =[2] . 

[ 
~~ 0020 ~~ ~;] (b) J = . Here the Jordan blocks are Ji = [ 2] , h = [ 2] , and h = [ ~ ; ] . 

[ ~~ o~o o ~~i (c) J = ; . Here the Jordan blocks are Ji= [2] , h = [~ ; ] , and h = [2]. 

0 

(d) J = [~ i ~ ~] -Hece the Jo,dan blocks a,e J, = [~. ;] , J, = [2) , and J, = [2) . 
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[! 

1 0 ! ] . Hece the J o,dan blocks a,e J, = [ ~ (e) J = 
2 0 

~] , and h = [~ ~] . 0 2 
0 0 

[! 

0 0 !] . Hece the Jo,dan blocks a,e I, = (2] , and J, = [: 
1 

n (f) J = 
2 1 

2 
0 2 
0 0 

0 

[! 

1 0 

~] . Hm theJo,dan blocks are J, = [ ~ 
1 !] , andl,= (2 ] . (g) J = 

2 1 
2 

0 2 
0 0 

0 

(h) J = [! 
1 0 !] . Hece the whole matcix is a Jo,dan block. 
2 1 
0 2 

• 

0 0 

Example 24 . (Jordan Canonical Form of~ Matrix) 

[ ~1 

2 

iJ Let A = 3 E M(3, R) . Then 
-3 

3-) 2 1 3-) 2 1 
det(A - )fa)= -1 3 - ) 2 0 -) -) 

1 -3 -2 - ) 1 - 3 -2-) 

and so 

) 1 = 0 is an eigenvalue of A with multiplicity 1, and 

) 2 = 2 is an eigenvalue of A with multiplicity 2. 

=(3-)) 1=~ -A I 12 - 2-) + -) ~A l = 

Now a linearly independent eigenvector of A (with respect the other eigenvectors of A) associated with 

the eigenvalue ;, = 0, is X, = ( i~ ) , since 

[ ~1 

2 iJ [ ;:l m (A - A1la)X1 = 0 • (A - Ol3)X1 = 0 • 3 , and 
-3 

[ ~ 1 

2 1 I O l [ 1 -3 - 2 I O l [ 1 
-3 -2 I al [ 1 o -1/11 I al 3 2 1 0 • 0 0 0 10 • 0 1 7 /11 I o • o 1 1 ;11 I o . 

-3 -2 1 0 011 7 IO 0 0 0 I o o o o I o 

Now for ) 2 = 2, since it has multiplicity 2, we must first find a linearly independent eigenvector of A 

associated with A2, and then we must also find a generalized eigenvector of order 2 associated with A2. 

A linearly independent eigenvector of A (with respect the other eigenvectors of A) associated with the 
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eigenvalue>., = 2, is X, = (~I) , since 

2 1 
1 2 

- 3 -4 

[~I 13 i. ][ :: ] = [ ~] , and 

~] 
A genernlised eigenvedo, of A of o,de, 2 ~sociated with the eigenvalue>.,= 2, is X, = (~I) , since 

[ ~I 

2 

i.] [::] [~I] , (A - A2h)X3 = X2 • (A - 2h)X3 = X2 • 1 and 
-3 

[ ~I 2 1 
I 1 ] [ 1 

2 1 I] [ I 2 
1 ~] [: 0 -1 ~] 1 2 I -1 • o 3 3 0 • 0 1 1 1 1 

-3 -4 I 1 o -5 -5 0 0 1 1 0 0 

Now consider the matrix PE M(3 , R), where 

Since the columns of P are linearly independent , then P 1s non-singular , and we have p-l 

¼ [~4 _;1 -i3] . 
4 10 6 

So it follows that the Jordan canonical form J of the 3 x 3 matrix A is given by 

1 [o 1 1][3 2 1] J=P- 1AP= 4 - 4 -21 -13 -1 3 2 P= 
4 10 6 1 -3 -2 

[ ~1 

0 ~5] [ !, 1 ~I] = [~ 
0 

n -8 -1 2 
5 11 1 0 

where the Jordan blocks are Ji= [O] , and h = [~ ;] (so J = diag(Ji , h)). • 

D efinition 19. (Matrix Polynomial) An m x n matrix polynomial, P(x), over a field F, is a matrix whose 

entries are polynomials with coefficients in F . Such a polynomial can be written either in the form 

l 
P11(x) 
P21 ( X) 

P(x) = . 

Pm1(x) 

P12(x) 
P22(x) 

Pm2(x) 
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or, by grouping like powers of the invariant x, in the form 

where Po , Pi, ... , Pd-1, Pd E M(m x n, F). 

An n x n square matrix polynomial P( x) is called invertible if there is a matrix polynomial Q( x) such 

that P(x)Q(x) = In . • 

Example 25. (Matrix Polynomial of Degree J.) 

The matrix P(x) E M(3, Z1[x]), defined by 

[ 

3x+ 2 
P(x) = 3 

or equivalently by 

P(x) = x' [~ -
3 

-2 
0 

is a 3 x 3 matrix polynomial . • 

Note 7. 

x2 - 3x + 2 

-3x3 + x2 + 2x + 1 
-2x3 + 2x 

2x + 3 

-2 l x2 + 1 , 
-x2 + 3 

~]+x[~ 
-1 -3 

~ ~i + [~ ~ ~2] 
2 0 2 3 3 

The elementary row and column operations on a matrix polynomial over the field F, are defined as follows: 

(1) Multiply any row or column by a non-zero c E F, 

(2) Interchange any two rows or columns, and 

(3) Add to any row (column) any other row (column) multiplied by an arbitrary polynomial a(x) E F[x] . o 

Definition 20. (Canonical Matrix Polynomial) An n x n matrix polynomial A( x) over a field F is equivalent 

to a diagonal matrix polynomial Ao ( x) , called a canonical matrix polynomial, where Ao ( x) is defined by 

Ao(x) = diag[a1(x) , a2(x), a3(x), .. . , an(x)], 

in which for each i, a;(x) is zero or a manic polynomial, and a;(x) is divisible by a;_ 1 (x), for i = 2, 3, ... , n. 

Usually Ao ( x) is of the form 

Ao(x) = diag[l, 1, .. . , 1, a1(x), a2(x), . . . , ak(x), 0, 0, .. . , 0], 

where a;(x) is a monic polynomial of degree at least 1, and is divisible, for i = 2, 3, . . . , k, by a;_ 1 (x), but it 

is also possible that the diagonal of A0 (x) contains no zeros or ones. o 

17 



Definition 21. (Elementary Divisors) Let A(x) E M(n, F[x]) be a canonical matrix polynomial. Then 

A( x) has the farm 

where a;-1(x) I a;(x), for i = 2, 3, . . . , n,. The polynomials a;, for i = 1, 2, 3, ... , n, are called the elementary 

divisors of the matrix polynomial A( x). o 

Example 26. (Canonical 3 x 3 Matrix Polynomial and Elementary Divisors) 

[

-1 -2 6] 
Let A= -l O 3 E M(3, R) . 

-1 -1 4 

Then, if we use the elementary row operations defined above, the matrix polynomial A( x) = A - xh E 

M(3, lR[x]), becomes 

[ 

1 
-1 

-(x + 1) 

A(x)=A-xh= 

[~

1 1- 1 
-(x-1)-0 
x-l-0 

~ ] • [-(~r 1) 

-1 4 - x l [

-1- x -2 
-1 
-1 

-x 

x - 4 l [1 
-X + 1 3 + X - 4 • Q 

x+l-2 6+(x-4)(x+l) 0 

1 

(x-4)-(x-4) l [1 
x-l-0 • 0 

(x-l)(x-2)-0 0 

0 
-(x - 1) 
x-l 

1 
-(x - 1) 
x-l 

:=1 l • 
(x-l)(x-2) 

X ~ l l • 
(x - l)(x - 2) 

[~

1 0 
-(x - 1) 

(x - 1) - (x - 1) 
x ~ l l • [~ -(x°- 1) x ~ l l • 

(x-l)(x-2)+(x-l) 0 0 (x-1)2 

[~ -(x°- 1) (x - 1~ = ~x - l)l • [~ 
0 0 (x-1)2+0 0 

0 
x-l 

0 ~ l · (x - 1)2 

which is a canonical matrix polynomial. Now the elementary divisors of A(x) are a1 (x) = 1, a2 (x) = x - l , 

and a3(x) = (x - 1)2 = x2 - 2x + 1, where a1(x) I a2(x) I a3(x). • 

Definition 22. (Rational Canonical Form of~ Matrix) 

Definition 22(a). The rational canonical form of a matrix A E M(n, F), is the matrix 

where C;, for 1 :S i :S r, is the companion matrix of the elementary divisor a;(x) of the matrix polynomial 

A(x). o 

Definition 22(b). Let A E M(n, F), where Fis a field. Then /2 is similar to a unique matrix D , such that 

Dis the direct sum of the companion matrices of a unique family of polynomials q1 , q2 , q3, ... , Qt E F[x], such 
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that Q1 I Q2 I Q3 J · · · I Qt • The matrix D is said to be in rational canonical form, or is said to be the rational 

canonical form of the matrix A. o 

Example 27. (Rational Canonical Form of!'!, Matrix) 

Using the matrix A of the previous example, Example 26, and Definition 22(a) of the rational canonical 

form of a matrix , we see that since the elementary divisors of the matrix polynomial A( x) are a 1 ( x) = 1, 

a2 = x - l, and a3( x) = ( x - l )2 = x2 - 2x + 1, and since the companion matrices of these elementary divisors 

are 

Com(a1 ) does not exist , Com(a2) = [ 1] , and Com(a3) = [O -lJ 
1 2 I 

it follows that the rational canonical form of the matrix A is the matrix 

Definition 23. (Monomial or Weighted Permutation Matrix) A monomial permutation matrix or a 

weighted permutation matrix is a matrix in which each row and each column contains exactly one 

non-zero entry. 

Example 28. (Monomial or Weighted Permutation Matrix) 

The matcix A = [ ~ 
Note 8. 

0 1 
0 0 
0 0 
2 0 

~• l E M(4, Zn) ;, a monomial o, weighted pe,mutation mafrix. 0 

If all the non-zero entries of a weighted permutation matrix are replaced with l's, a permutation matrix 

is obtained, and all permutation matrices, weighted or not , correspond to permutations of indices . 

For example, the permutation corresponding to the permutation matrix B = [ ! ~ i ~ ! l maps 

0 0 0 0 1 
the index k onto the index l if the non-zero entry of column k is in row l of the matrix B . So, in this case, the 

permutation T = (1,3,4)(2)(5) corresponds to the permutation matrix B . 

In the previous example, Example 28 , the permutation (J' = (1, 3, 4, 2) corresponds to the weighted per

mutation matrix A. o 

Note 9. 

Every n x n matrix over a field is similar to its transpose. 

For example consider the general 2 x 2 case of the matrix A= [ ~ . ! ] E M(2, F) . 

If b -:p O then let X = [ ~ ~] E M(2, F) . Since det(X) = f we need to consider two cases . 
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If c # 0 then det(X) # 0, so X is non- singular and x- 1 exists, and so we have 

and , 

Therefore AX = X AT • x- 1 AX = AT, and so A is similar to AT. 

If c # 0 then det(X) = 0 and so X is not invertible. However , there exists a matrix Y = [ 01 

M(2, F) with det(Y) = -1 # 0. Since Y is non-singular , y- 1 exists and we have 

and , 

Therefore AY = Y AT • y- 1 AY = AT, and so A is similar to AT. 

Now if b = 0 and c = 0 we have 

A=[: !] [~ ~] 
and, 

so A= AT and A is similar to AT. 

[ 
a-d 1] 

If b = 0 and c # 0, then let X = 1 0 
E M(2, F) . Since det(X) = -1 # 0, then X is non-singular 

and x- 1 exists, and so we have 

-[a b][a~d l]-[a O][a~d 1] 
AX - c d l O - c d l 0 

and, 

T _ [a~d 1] [a c] [a~d 1] [a c] = [a(a~d) a] 
XA - l 0 b d l 0 0 d a c . 

So we have AX= XAT • x- 1Ax = AT, and A is similar to AT. 

Therefore there exists a matrix XE GL(2, F) such that x- 1 AX =AT, and so it follows that any 2 x 2 

matrix A E M(2, F) is similar to its transpose . • 

The following definition will not be used until Section 7. 
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Definition 24. (First Bass Stable Ring Condition) Let R be a ring. If for all a, b ER, with Ra+ Rb= R, 

there exists some c E R such that R(a+cb) = R, we say that R satisfies the first Bass stable range condition, 

or, equivalently, that Risa Bass ring . o 

Note 10. 

The following are some examples of rings that either satisfy or do not satisfy the first Bass stable range 

condition: 

1. Any field or division ring satisfies the first Bass stable range condition. 

2. If R is a Dedekind ring of arithmetic type, R may not satisfy the first Bass stable range condition. 

3. Any Artinian ring is a Bass ring . o 
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Section 3. Involutions in General 

In the previous section, Section 2, an involution A was defined as a matrix in GL(n, F), the general linear 

group of all invertible n x n matrices with entries over a field F , such that A 2 = In. In this section we will 

continue our examination of involutions by developing various general results regarding involutions and their 

products, and one very important result concerning matrices that are similar to involutions. 

Proposition 1. When studying involutions in GL(n, F) only the elements of the group :!: SL(n , F) , the 

group of all invertible n x n matrices of determinant :!: 1 over the field F, need to be considered. 

Proof (Proposition 1). 

Let A E GL(n , F) be any arbitrary involution. Then 

det(A) · det(A) = det(A2) = det(I) = 1, 

and so it follows that det(A) = :!: 1. 

Hence if A is an involution in GL(n, F) then A E :!: SL(n, F) . o 

Proposition 2. Any matrix that can be written as a product of two or more involutions has a determinant 

of:!: 1. 

Proof (Proposition 2). 

Let BE GL(n , F) be a matrix that can be written as a product of k involutions, say Ai, A2, A3 , . .. , Ak , 

where A; E :!: SL(n , F) for each i . 

So we have 

B =Ai · A2 · A3 · .. . · Ak • det(B) = det(Ai · A2 · A3 · ... · Ak) = det(Ai) · det(A2) · det(A3) · ... · det(Ak)-

Now det(A;) = :!: 1 for each i = 1, 2, 3, ... , k, and so it follows that det(B) = :!: 1. 

Hence , if B can be written as a product of involutions then B E :!: SL(n, F) (This result also follows 

directly from the closure of the group :!: SL(n, F) under multiplication). o 

By Proposition 1 and Proposition 2, it follows that when studying involutions and their products , we can 

narrow our discussion to matrices in :!: SL(n, F) , and so we don 't need to consider all of GL(n , F) . We will 

make use of this fact later on, especially in Section 5. 

Theorem 1. Let A E :!: SL(n, F) be a matrix that can be written as a product of k 2: 0 involutions, and let 

CE :!: SL(n, F) be a matrix that is similar to A . Then C can also be written as a product of k involutions. 

Proof (Theorem 1). 

Let A E :!: SL(n , F) be a matrix that can be written as a p,roduct of k 2: 0 involutions, and let C E 

:!: SL(n, F) be a matrix that is similar to A . Then there exists a matrix B E GL(n, F) such that B-i AB = C . 
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Now if k = 0 then A isn't an involution. If we assume in this case that C is an involution then we have 

B- 1 AB= C • A= BCB- 1 • A2 =A· A= (BCB- 1 )(BCB- 1 ) = BCCB- 1 = BB- 1 = I , 

and so A must be an involution, which is a direct contradiction to our assumption. Hence C is also not an 

involution (i.e., C is the product of 0 involutions), and so the statement of the theorem holds fork= 0. 

Now let k = l. Then A is an involution and since C = B- 1 AB, we have 

and so it follows that C is also an involution, (i .e., C is the product of 1 involution), and we have shown that 

the statement of the theorem holds for k = 1. 

Assume now that the statement of the theorem holds for all 0 ::; k ::; p, for some p E N, p ~ 1. That is, if 

a matrix A can be written as the product of k involutions, where 0 ::; k ::; p, then so can any matrix that is 

similar to A. 

Let k = p + l. Then A can be written as the product of p + 1 involutions, so A = XY, where X is the 

product of p involutions, and Y is itself an involution, and since C is similar to A we have 

Now X is the product of p involutions and B- 1 X B is similar to X , and so by the induction hypothesis 

B- 1 X B can be written as the product of p involutions. Also, Y is an involution and B-1 YB is similar 

to Y, so, again by the induction hypothesis, B- 1y Bis itself an involution. Therefore it follows that C = 

(B- 1XB)(B- 1YB) can be written as the product ofp+ 1 involutions. 

Hence if A can be written as the product of p + 1 involutions then so can any matrix similar to A, and 

so by induction the statement of the theorem holds for all k ~ 0. • 
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Section 4. Products of Two Involutions 

In this section we will examine the special case of matrices that can be written as the product of exactly 

two involutions. To start our discussion let us consider the following example. 

Example 30. (A Product of Two Involutions) 

Let A = [ ~ ~ J E : SL(2, Z11 ), and note that B = [ 10° n and C = [ ! ~ J are both involutions in 

: SL(2, Z11 ), since 

[100 OJ= [l OJ d C2 = [45 0 1 0 1 an 66 66 J [ 1 OJ 100 - 0 1 . 

Now since 

BC = [ 10 0 J [ 3 6 J = [ 30 60 J = [ 8 5 J _ A 01 68 6 8 68-, 

it follows that A can be written as the product of two involutions in : SL(2 , Z11 ) , and so there exist matrices 

that can be written as the product of exactly two involutions. o 

This example leads us to the first theorem of this section . 

Theorem 2 (cf. [3]), [10]. Ann x n matrix over a field can be written as a product of two involutions if 

and only if it is non-singular and similar to its inverse. 

Proof (Theorem 2). 

Let A E M(n, F), such that A = BC where B and C are both involutions . Then since det(A) 

det(B)det(C) f- 0, A is non-singular, and also B = B- 1 , and C = c-1 , so we have 

A- 1 = (BC)- 1 = c- 1 B- 1 = CB, and so 

Therefore, if A E M(n, F) can be written as the product of two involutions, then A is non-singular and 

similar to its inverse. 

Now let A E GL(n, F) be a matrix that is similar to its inverse. So there exists some BE GL(n , F) such 

that B- 1 AB= A- 1 . 

Also, we can write A in its rational canonical form D, where D is an n x n block diagonal matrix that.is 

similar to A, say D = diag(D1, D2, D3, ... , Dm) , where each block D;, for i = 1, 2, 3, ... , m , is indecomposable, 

and Dis unique up to the order in which the blocks D 1 , D2, D3 , ... , Dk occur. Note that since A is non

singular then by Note 1 in Section 2 so is D, and so D- 1 does indeed exist . 

Now since A is similar to D there exists some matrix C E GL(n, F) such that c - 1 AC = D • A = 
CDc- 1 . 

So we have 
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cn-1c-1 = B-1cnc-1 B • n- 1 = (c-1 B-1c)D(c-1 BC) • n-1 = (c- 1 Bc)-1 D(c- 1 BC) , 

and we see that D is similar to its inverse. 

Now by the transitivity of similarity, since A is similar to D , and Dis similar to D-1, it follows that A is 

similar to n- 1, and so if n- 1 can be written as the product of two involutions, then , by Theorem 1 in Section 

3 , so can A . 

Since, by Note 4 in Section 2, D = diag(D1 , D2 , Da , ... , Dm) • n- 1 = diag(D1
1, D21, D31, . .. , D-; 1) , 

and D is similar to n- 1, where each block of D and n-1 is indecomposable, then , by Note 5, it follows that 

some of the D; blocks are similar to their own inverses n;1, while the rest come in pairs , where each member 

of the pair is similar to the inverse of the other. 

For example if Dp is similar to D9
1, for some p, q E 1, 2, 3, ... , m, then there exists some invertible matrix 

J{ of appropriate size such that 

!Cl D J{ - n-1 • (/Cl D K)-1 - (D-1)-1 • J{-1 n-1 J{ - D p - q p - q p - q, 

and so it follows that Dq must be similar to D; 1. So the block diag(D;1, D9
1) in the n x n matrix n-1, is 

similar to a block of the form diag(Dq, D9
1 ). 

If we now assume that the first / blocks of n-1 are the blocks that are similar to their own inverses, then 

D; 1 is similar to ( D; 1 )- 1 = D;, for 1 ~ i ~ I, and that the rest of the blocks of n- 1 come in block pairs of 

the form diag(D; 1,D91), where Dp is similar to D91 and Dq is similar to D;1, then it follows that n- 1 is 

similar to a block diagonal matrix M which is the direct sum of the first D; blocks of D, with 1 ~ i ~ I, and 

the blocks of the form diag(Dq , D9
1). 

Now if we can show that each D;, for 1 ~ i ~ I, is the product of two involutions, and that each block of 

the form diag(Dq, D9
1) is the product of two involutions, then, by Note 6 in Section 2, M can be written as 

the product of two involutions, and so , by similarity and Theorem 1, so can n- 1. 

Since diag(Dq , D9
1) = n-1] d , and 

it follows that [ ~ ~] , and [ ~q Dl
1

] are involutions, and so all the blocks of the form diag(Dq, D9
1) in 

M can be written as the product of two involutions. 

Now let us consider the blocks of the form D; , 1 ~ i ~ I , where each D; is similar to its own inverse. Each 

of these D; blocks is also a block of D, the rational canonical form of A, and so each is the k x k companion 

matrix of some monic polynomial f;(x) = xk + ak-1xk-l + · · · + a1x + ao E F[x], for suitable k . So 

D; =Com(!;)= 

0 0 
1 0 
0 1 

0 0 
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Define /; ( x) by 

-f ( ) xk f ( 1 ) xk ( 1 1 1 1 ) ix= a;;- i-;; = a;;- ;;;.+ak-lxk-1 +ak-2xk-2 + .. · +a1x1+ao = 
aa 1(l+ak-1x+ak-2X 2+· · +a1Xk-l+aoxk) = aa 1+aa 1ak-1X+aa 1ak - 2X2+ · · +aa 1a1Xk-l+aa 1aoxk = 

k + -1 k-1 + -1 k-2 + + - 1 2 -1 -1 x a0 a1x a0 a2x · · · a0 ak-2X + a0 ak_ 1x + a0 . 

Then the companion matrix off; is defined by the k x k matrix 

Com(!;)= I! 
0 0 

-•O' I 0 0 -1 -a0 ak-1 
1 0 -1 -a0 ak-2 , for 1 :S i :S I. 

0 1 -1 - a0 a1 

Now we can note that 

-1 - a0 a1 1 0 0 0 
- 1 - a0 a2 0 1 0 0 

n; 1 = [Com(f;)J- 1 = 
- 1 

, for 1 :S i :S I , 
-a0 ak-2 0 0 1 0 

-1 0 0 0 1 -a0 ak-1 
-1 0 0 0 0 -ao 

and so if we let Jk be the invertible k x k permutation matrix defined by 

0 0 0 0 0 1 
0 0 0 0 1 0 
0 0 0 1 0 0 

Jk = Jkl = 
0 0 1 0 0 0 
0 1 0 0 0 0 
1 0 0 0 0 0 

then since J",; 1 n;: 1 Jk = Ji; 1[Com(f;)J- 1 Jk = Com(!;), it follows that D;: 1 [Com(f;)J- 1 is similar to 

Com(!;), for 1 :S i :S /. 

But now since we assumed that D; = Com(/;) is similar to its inverse D;1 = [Com(fi)J- 1 , and we 

showed that D;: 1 = [Com(f;)J - 1 is similar to Com(!;), then by the transitivity of similarity it follows that 

D; = Com(/;) is similar to Com(/;), for 1 :Si :S /. 

So the n x n matrix M is now similar to an n x n matrix L which is the direct sum of the first I blocks 

of the form Com(!;), for 1 :Si :SI, and the blocks of the form diag(Dq,D; 1). But this means that D- 1 is 

similar to L, and so D must also be similar to L, and since D is similar to A, then A must also be similar to 

the block matrix L . 

So the matrix L, since it is a block matrix similar to A where each block is the companion matrix of a 

monic polynomial fi(x) over F, is also a rational canonical form of A, and by the uniqueness of the rational 

canonical form of a matrix, we have 

diag[D1, D2 , ... , D1 , diag(Dp, D; 1 
), ... , diag(Dq, D; 1 

)] = 
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diag[Com(fi), Com(h), . . . , Com(/1), diag(Dp, n;1
), .. . , diag(Dq, n; 1

)], 

and so it must be the case that 

D; =Com(/;) • Com(f;) =Com(!;) • 

0 
0 
0 

-a1 
-a2 

1
°0~:_ o: 

-ao I 
1 -a~-1 

0 0 0 -1 -ao 
1 0 0 -1 -a0 ak-l 
0 1 0 -1 -a0 ak-2 , for 1 :S i :S l . 

0 0 1 -1 -a0 a1 

-1 2 1 d a0 = a0 • a0 = , an 

ak-j = a01aj • ak-j = aoaj • aoaj - ak-j = 0, for 1 :S j :S k - l. 

Consider now the k x k permutation matrix Jk defined earlier by 

0 0 0 0 0 1 
0 0 0 0 1 0 
0 0 0 1 0 0 

pk= pk-l = 
0 0 1 0 0 0 
0 1 0 0 0 0 
1 0 0 0 0 0 

Clearly h is an involution and so fl = h, and also for suitable k we have 

0 0 0 0 0 -ao 0 0 0 0 
1 0 0 0 0 -a1 0 0 0 1 
0 1 0 0 0 -a2 0 0 1 0 

D;h = Com(f;)Jk = 
0 0 0 0 1 -ak-2 0 1 0 0 
0 0 0 0 1 -ak-l 1 0 0 0 

-ao 0 0 0 0 
-a1 0 0 0 1 
-a2 0 0 1 0 

, for 1 :S i :S l. 

-ak-2 0 1 0 0 
-ak-l 1 0 0 0 

Now 
-ao 0 0 0 0 -ao 0 0 0 0 
-a1 0 0 0 1 -a1 0 0 0 1 

(D;Jk) 2 = 
-a2 0 0 1 0 -a2 0 0 1 0 

-ak-2 0 1 0 0 -ak-'2 0 1 0 0 
-ak-l 1 0 0 0 -ak-l 1 0 0 0 
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a2 
0 0 0 0 0 1 0 0 0 0 

aoa1 - ak-1 1 0 0 0 0 1 0 0 0 
aoa2 - ak-2 0 1 0 0 0 0 1 0 0 

= Ik, for 1 :Si :S l, 

aoak-2 - a2 0 0 1 0 0 0 0 1 0 
aoak-1 - a1 0 0 0 1 0 0 0 0 1 

and so D;J k, for 1 :S i :S l, is an involution. 

But then 

(D;Jk)Jk = D;(Jk) 2 = D;, for 1 :Si :S l, 

is a product of two involutions . 

So we have shown that each of the blocks of the form D;, 1 :S i :S l , in M that are similar to their 

own inverses can be written as the product of two involutions, and earlier we showed that the blocks of the 

form diag(Dq, D-;- 1) in M can be written as a product of two involutions. Since all of the blocks of the block 

diagonal matrix M can be written as a product of two involutory matrices then, by Note 6 in Section 2, it 

follows that M itself can be written as the product of two involutions. Now, since n- 1 is similar to M, then 

by Theorem 1 in Section 3, n- 1 can be written as the product of two involutions, and since A is similar to 

n- 1 then, again by Theorem 1, A can also be written as the product of two involutions . 

Hence if A E GL(n, F) is a matrix that is similar to its inverse then A can be written as the product of 

two involutions. 

So we have shown that an n x n matrix over a field can be written as the product of two involutions if 

and only if it is non-singular and similar to its inverse. o 

Example 31. (A Product of Two Involutions) 

Consider the matrix A= [ ~ ! ] E :!: SL(2, Z11) - In Example 29 we showed that A could be written as 

the product of two involutions. Now A- 1 = [ ~ ~] , and 

and so it follows that A is similar to its inverse. o 

The next theorem is very similar to Theorem 2, and, as will be shown later in Proposition 3, its conditions 

are actually equivalent to those of Theorem 2. 

Theorem 3 ( cf. [21). An n x n matrix over a field can be written as a product of two involutions if and 

only if it is non-singular and involutorily similar to its inverse. 

Proof (Theorem 3). 

Let A E M(n, F) be the product of two involutions , B and C, both in GL(n, F). Then A= BC, where 

B 2 = In and C 2 = In. 

Since det(A) = det(B) det(C) -:p 0, then A is non-singular , and so A E GL(n , F) . 
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Also we have 

and so if A E M(n, F) can be written as the product of two involutions then A is non-singular and involutorily 

similar to its inverse. 

Now let A E GL(n, F) be a matrix that is involutorily similar to its inverse. So there exists some involution 

XE GL(n, F) such that A= x- 1 A- 1 X • A= XA- 1 X . 

Since A = X A- 1 X then we have 

A= xA- 1 X • XA = A- 1 X • XA = (x- 1 A)- 1 • XA = (XA)- 1 , 

and so we have shown that X A is also an involution. 

But now we see that 

X(XA) = (XX)A = A, 

and so it follows that if A is involutorily similar to its inverse then A can be written as the product of two 

involutions . o 

Example 29 is an example of Theorem 3, since the matrix A that is used is not only similar to its inverse, 

but it is also involutorily similar to its inverse. This observation leads us to the following proposition . 

Proposition 3 ( cf. [2]). Let A E GL(n, F). Then A is similar to its inverse if and only if A is involutorily 

similar to its inverse, and so the conditions of Theorem 2 and Theorem 3 are equivalent. 

Proof (Proposition 3). 

Let A E GL(n, F), such that A is similar to its inverse. Then, by Theorem 1, A can be written as the 

product of two involutions in G L( n, F), and so, by Theorem 2, it follows that A must be involutorily similar 

to its inverse. 

On the other hand , let A E GL(n, F), such that A is involutorily similar to its inverse. Then A is also 

similar to its inverse. 

Thus for any matrix A E GL(n, F), A is similar to its inverse if and only if A is involutorily similar to its 

inverse, and so the conditions of Theorems 2 and 3 are equivalent . o 

The next example shows that in many cases not only can a matrix be factored into two involutions, but 

it can be factored into two unitary involutions. 

Example 32. (A Unitary Matrix that i§ the Product of Two Unitary Involutions) 

Let X = [~3 
-1 

Then 

-1 
1 

-1 

-3] 0 EM(3 ,Z1). 
-2 
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I !1 !1 I _ ,-3 !2 I i-3 1 I T 

-1 -1 -1 ~r [-2 -6 
X* = adj(X) = -1-1 -3, 0 -3 I o -1 I = 1 -3 -1 -2 -1 -2 -1 -1 

,~1 ~3 , 0 -3 I O -1 1 3 9 -3 
-3 0 -3 1 

[-2 I 3 l [-2 1 ~ l E M(3, Z,) . -6 -3 9 - 1 -3 
4 1 -3 -3 1 -3 

Now 

[-2 1 
3 ][ 0 -1 -3] [-3 -3 2+1-3 6-6 ] 

X * X = 1 -3 2 -3 1 0 = 9- 2 -1 -3 -2 -3-4 = -3 1 -3 -1 -1 -2 -3 + 3 3+1+3 9+6 

[Y 
0 

~7 l = [~ 
0 n =I,, -6 1 

7 15 0 0 

and so X is a unitary matrix. 

From Example 10 in Section 2 we know that 

is a unitary involution , and if we let 

B = u ~I JJ E M(3,Z,) , 

then we have 

and so it follows that B is an involution . 

Also , 

1-1 0 I 13 0 I I~ ~11 T 
0 -1 2 -1 

= [i 3 ~r B* = adj(B) = -I~ ~ I I~ !1 I -I~ ~ I -1 = 

l!1 ~I -I! ~I I! !1I 
0 -1 

[I O O l 3 -1 0 = B , 2 0 -1 
and so B * B = BB = h , which means that B is also a unitary matrix. Hence, B E M(3 , Z1) is a unitary 

involution . 
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Now we have 

r-2 1 ~][l 0 0
1 

r-2+3+6 -1 -3] [ 0 -1 -3] AB= 0 -1 - 1 0 - - 3 1 0 - -3 1 0 =X, 
-1 1 0 -1 -1+3+4 -1 -2 -1 -1 -2 

and so X E M(3, Z1) is a unitary matrix that can be written as the product of two unitary involutions . 

Note 11. 

Consider the matrix X = [ !3 
-1 

-1 
1 

-1 

-3] 0 E M(3 , Z1) . 
-2 

• 

In the previous example we showed that X[ ~; a uttar~ ml atrix that can be written as the product of two 

unitary involutions, and we calculated X* = 1 -3 2 , the adjoint of X . 
-3 1 - 3 

[T 
0 ~ ] E GL(3, Z,), with y-' Now we can observe that there exists a matrix Y 2 
0 -3 

[~ 
0 ~I] , such that -3 
0 

Y-'XY ~ [ ~ 
0 

~l ][ ~3 -1 -3] [ 0 
-3 ~2][~2 0 

J3] -3 1 0 Y = 3 2 2 
0 2 -1 -1 -2 - 2 -3 0 

r-2 - 6 -\+6] [-;2 1 

!3] -6 4 -3 =X*, 
4 -6 -3 - 3 1 

and so the matrix X is also similar to its adjoint. o 

The previous example considered together with Note 11, provides an illustration of the following theorem, 

Theorem 4. 

Theorem 4 . If A is an n x n unitary matrix over a field F that is the product of two involutions then A is 

similar to its adjoint A*. 

Proof (Theorem 4). 

Let A E M(n , F) be a unitary matrix such that A is the product of two involutions. Then, by Theorem 

2, we know that A is non-singular, so A- 1 exists , and we also know that A is similar to A- 1 . 

Now since A is unitary, A* A = I, and so A* is a left inverse of A. But A is square , so any left 

inverse of A is also a right inverse, and by the uniqueness of matrix inverses it follows that A* = A- 1 

(A* A = I • A* ( AA- 1 ) = A- 1 • A* = A- 1 ). 

Now since A is similar to its inverse, and A* = A- 1 , it follows that A is also similar to its adjoint . 

Hence if A E M(n, F) is a unitary matrix that can be writte~ as the product of two involutions then A 

is similar to its adjoint, A*. • 

The following proposition, Proposition 4, gives more examples of matrices that can be written as the 

product of exactly two involutions . 
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Proposition 4 (cf. [3]). Every 2 x 2 matrix A over a field F with det(A) = 1 that is not an involution is 

the product of two involutory matrices over F. 

Proof (Proposition 4). 

Let A = [; ! ] E M(2, F} be a matrix with det(A) 

A E ~ SL(2, F) , and A- 1 # A . 

1, such that A itself is not an involution. So 

Since det(A) = 1 then A- 1 

B- 1 = [ !1 ~] such that 

[ !c ~b], and there exists a matrix B = [~ -~n E GL(2,F), with 

[ d -b] =A-i 
- c a ' 

and so it follows that AT is similar to A- 1 . 

Now in Section 2, Note 9, we showed that every 2 x 2 matrix over a field is similar to its transpose, so 

A is similar to AT . But AT is also similar to A- 1 , and so by the transitivity of similarity it follows that A 

is similar to A- 1 . Hence, by Theorem 2, A can be written as the product of exactly two involutions over the 

field F. 

Thus if A is a 2 x 2 matrix over a field F with det(A) = 1, such that A itself is not an involution, then A 

can be written as the product of exactly two involutory matrices over F. • 

So far in this section we have concerned ourselves with special matrices that can be written as the product 

of exactly two involutory matrices. In the next example we will show that two involutions do not always suffice , 

and that sometimes a matrix cannot be written as the product of two involutions but can be written as the 

product of three or more involutions. 

Example 33. (A Product of not Fewer than Three Involutions) 

Con,idecthe cyclic matdx A = [ ~: } 
1 

~; ] E M ( 3, z,) of Example 14 in Section 2. Then, as was 

shown in that example, A is simila, to the companion matdx Com(/) = [! ~ ~~] of the ineducihle 

polynomial f(x) = x3 + 2x + 1 E Z7(x) . Now since A is similar to Com(!) , then , by Theorem 1 in Section 2, 

it follows that if Com(!) can be written as the product of k involutions then so can A . 

Since 

[
o o 

[Com(f)) 2 = 1 0 
0 1 

=~] [~ ~ =~] = [~ 
0 0 1 0 1 

-1 
-2 
0 

then it follows that Com(!) is not itself an involution, and so neither is A. 

!1] -t Ia, 
-2 

Also, since Com(!) is non-singular, [Com(f)J- 1 = 0 0 1 exists, and, by Theorem 2, Com(!) can 
[

-2 1 o] 
-1 0 0-

be written as the product of two involutions over Z7 if and only if it is similar to its inverse [Com(f)J- 1 . 
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Let us assume that Com(!) can be written as the product of two involutions , so Com(!) is similar to 

[Com(f)J- 1
. Then there exists some non-singular matrix D = E GL(3, Z7 ), such that 

[ g
ad hbe fez. ] 

n- 1 [Com(f)]D = [Com(f)]- 1 • [Com(f)]D = D [Com(f)] - 1 • 

[0~ ~ =;] [~ : ;J = [~ : ;J [~2 ~ ~i • 
1 0 g h i g h i -1 0 0 

[ 

- g - h -i l [-2a -c a bl 
a - 2g b - 2h c - 2i = - 2d - f d e 

d e f -2g - i g h 

Since the above matrices are equivalent only when e = g = d = h = f = - a = -c = -i = b = 0 • a = 
b = c = d = e = f = g = h = i = 0, then it follows that 

[

a b cl [o o ol D = d e f = 0 0 0 . 
g h i O O 0 

But then det(D) = 0, so D is singular, which means that n - 1 doesn't exist and so there exists no invert

ible matrix D E GL(3 , Z7 ) such that n- 1 [Com(f)]D = [Com(f)J- 1 , and so Com(!) cannot be similar to 

[Com(f)J- 1 . Therefore our assumption that Com(!) can be written as the product of exactly two involutions 

is incorrect, and so it follows that A also cannot be written as the product of two involutions. 

Now let the matrix BE M(3,Z1) be defined by B = [=; ~ ~i, and let the matrix CE M(3 , Z1) be 
0 0 1 

[o o 1 l defined by C = 1 0 0 . 
0 1 0 

[-' 0 0][-1 0 !] = [i 0 !] = I, , and so B ;, an ;nvolu6on. Then B 2 = - 2 1 0 - 2 1 1 
0 0 1 0 0 0 

NowC' = [l 0 :rn 0 

i] [! 
1 

ll 0 0 0 # / 3, and so C is not an involution. 
1 1 0 

Since det(C) = 1, then C is non-singular and so c- 1 exists and is defined by c-1 = 
[

0~ ~l O~ l -Also, 

[l 
2 

n [-2 - 1 -2] there exists a matrix X = 1 E GL(3, Z7 ), with x -1 = - 1 - 2 - 2 such that 
1 -2 -2 - 1 

[-2 -1 -2] [o 0 

I l [-' - 2 -2] [' 2 

ll [! 
1 

ll x-1cx = -1 -2 - 2 1 0 0 X = -2 -2 -1 2 1 0 = c-1 _ 
-2 - 2 - 1 0 1 0 - 2 - 1 -2 1 1 0 

Now since x-1cx = c-1, then C is similar to its inverse , and by Theorem 2 it follows that C can be 

written as the product of two involutions in G L(3, Z1). Say C = Y Z, where Y and Z are both involutions in 

:!:SL(3,Z1). 
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So we have 

0 
0 
1 

-li ~2 = Com(!), 

and thus we have shown that Com(!) can be written as the product of exactly three involutions in~ SL(3, Z1 ) , 

and so, by similarity and Theorem 1 of Section 3, so can the matrix A. Therefore the matrix A E GL(3, Z1) 

is an example of a matrix that cannot be written as a product of fewer than three involutions. o 

The previous example shows that not all matrices that can be written as the product of involutions can 

be written as the product of exactly two involutions; for some matrices more than two involutions are needed. 

This observation leads us to the main question of this paper as was posed in the introduction. That is, 

does there exist some smallest positive integer k, such that any matrix in~ SL(n, F) which is the product of 

involutions, can be written as the product of at most k involutions, and if such an integer does in fact exist, 

what is it? This question and its answer compose the main topic of the next section, Section 5. 
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Section 5. Products of Four Involutions 

In this section we will state and prove the Four Involutions Theorem which is the main theorem of this 

paper , and which also answers the question posed in the introduction as to what is the smallest number of 

involutory factors required in the factorization of an arbitrary matrix over a field with determinant ~ 1 into a 

product of involutions. However, before we state and prove this theorem, let us consider a matrix that can be 

written as the product of not fewer than four involutions, and thus show that number of involutions needed 

in any factorization into a product of involutory matrices is at least four . 

Example 34. (A Product of not Fewer than Four Involutions) 

Consider the matrix A= 0 2 0 E M(3, Z7 ) . Then det(A) = 23 = 8 = 1, and so A can be written 
[

2 o ol 
0 0 2 

as the product of some number of involutions over Z1. 

Since 

A'= rn ~ ~rn ~ ~l ~3 ~ ] -1= h 
0 -3 

then A is not an involution. 

Now A is non-singular so A- 1 = [6 ~ ~i exists, and, by Theorem 2 of Section 4, A can be written as 
0 0 4 

the product of exactly two involutions over Z1 if and only if it is similar to A- 1 . However, if A is similar to 

[ g
ad hbe f~-l A- 1 then there exists some invertible matrixX = • E GL(3,Z7 ) , such that x- 1AX = A- 1 . 

So we have 

[;~ ;: 
2g 2h 

;/ l = [:~ :: 
2i 4g 4h 

4c l 4/ ) 
4i 

which is only true when a = b = c = d = e = f = g = h = i = 0. But this means that X = [~ ~ ~i , 
0 0 0 

and so det(X) = 0, and x- 1 does not exist, therefore our assumption that A is similar to A- 1 is incorrect. 

Since A is not similar to its inverse then it follows , by Theorem 2, that A cannot be written as the product of 

exactly two involutions . 

Let us suppose now that A can be written as the product of exactly three involutions . Say A = BCD, 

where B, C and D are all involutions in~ SL(3, Z1 ). 

Then we have 

A = BCD • rn ~ ~ i = BCD • 2 [ ~ i n = BCD • 21, = BCD • 
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2/JD-1 = BCDD- 1 • 2hD =BC • 2D = BC, 

and so 2D E M(3 , Z1) can be written as the product of two involutions which means that, by Theorem 2, 2D 

is similar to its inverse (2D)- 1 = 2-1 D-1 = 2-1 D. So there exists some invertible matrix J{ E G L(3 , Z 7 ) such 

that 

JC1(2D)J< = r 1 D • 2JC1(2D)I< = 2r1 D • JC1(22D)J< = D • J{- 1 (4D)I< = D, 

and so it follows that 4D is similar to D. 

Now D is an involution so det(D) = ~ 1 which means that D must be similar (up to the permutation of 

columns) to one of the following matrices in M(3, Z1): 

(a) [ ~I ~I lJ =-h=/o (JJ -1,=lo (JJ -[, _, , °' 

(b) [ ~ ~I ~] =li ffi -h=li ffi -h-1, or 
-1 

(c) [~ ! lJ =l, $ -l,=l, (JJ -[,_ ,. °' 

(d) [~ [ n = I, = I, (JJ - lo = I, (JJ - I,_,, 

so D is similar to some matrix of the form h ffi -I3_k for some k = 0, 1, 2, 3. But then 4D must be 

similar to 4(h ffi -I3_k) = 4Ik ffi -4h-k for some k = 0, 1, 2, 3, and so by the transitivity of similarity, since 

D is also similar to 4D, it follows that h ffi -IJ-k is similar to 4h ffi -4IJ-k for some k = 0, 1, 2, 3. Also, 

Ik, -I3_k, 4Ik, -4h-k for k = 0, 1, 2, 3, are all Jordan canonical matrices and so they are block indecompos

able . Now by Note 5 in Section 2 we know that if two block diagonal matrices are similar and their blocks are 

block indecomposable, then their blocks are similar in pairs , and so it follows that the blocks of Ik ffi -IJ-k 

and 4h ffi -4I3 _k must be similar in pairs for some k = 0, 1, 2, 3. 

Now , for k = 0, Io ffi -h is similar to 4I0 ffi -4/J , and since Io is clearly similar to itself, it follows that 

[ g
ad ~b fcz. ] -h must be similar to -4/J. So there exists some invertible matrix M = E G L(3 , Z1 ) , such that 

So we have 

0 
-1 
0 

~4 ~ l • [=: =: =;J = [=:: =:: =:;J 
0 -4 -g -h -i -4g -4h -4i 

which is only true when a= b = c = d = e = f = g = h = i = 0. But this means that M = [~ ~ ~1 , so M 
. 0 0 0 

is not invertible, and thus -h cannot possibly be similar to -4I3 . ,Hence fork= 0 it follows that h ffi -IJ- k 

is not similar to 4Ik ffi -4I3-k· 
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Fork = 1, since Ii EB - /2 is similar to 41i EB - 412 then, by matching the dimensions of the corresponding 

blocks, it follows that Ii must be similar to 411 and that -12 must be similar to -4h. Since Ii = [1] is similar 

to 41i = [4] , then there exists some matrix M = [a] E GL(l, Z7 ), such that M- 1[1]M = [4] . 

So we have 

M- 1 [1]M = [4] • [l] M = M [4] • [ll[a] = [al[4] • [a]= [4a] 

• a= 4a • -3a = 0 • 4a = 0 • a= 0 (since we are in the field F) . 

But then M = [0], which is not invertible, and so Ii cannot possibly be similar to 4Ji . Hence for k = 1 it 
follows that h EB -h-k is not similar to 4h EB -4/J-k -

For k = 2, since h EB -Ii is similar to 412 EB -411 , by matching the dimensions of the corresponding 

blocks, it follows that h must be similar to 412 and that -Ii must be similar to -4Ii . Since -Ii = [-1] is 

similar to -41i = [-4], then there must exist some matrix M = [a] E GL(l , Z 7 ), such that M - 1[-l]M = 

[-4] • - M- 1[1]M = -[4] • M-1[1]M = [4], but, just as in the case when k = 1, this is impossible, and so 

h EB -Ii cannot possibly be similar to 412 EB - 4Ii. Hence for k = 2 it follows that h EB -h-k is not similar 

to 4/k EB -413-k . 

Finally, for k = 3, 13 EB -10 is similar to 413 EB -410 , and since -10 is clearly similar to itself, it follows 

[ g
ad ~b fez. ] that /3 must be similar to 4/3. So there exists some invertible matrix M = E GL(3, Z 7 ), such 

that M- 1 (I3)M = 4/J • -M-1 IJM = -413 • M- 1(-IJ)M = -413, but, just as in the case when k = 0, 

this is impossible, and so 13 cannot possibly be similar to 4/J. Hence for k = 3 it follows that h EB -J3 _k is 

not similar to 4h EB -413-k. 

Since we have shown that for all k = 0, 1,2,3, h EB -h-k is not similar to 4h EB -413-k, then we have 

a contradiction, and so our assumption that A can be written as the product of exactly three involutions in 

~ SL(n , F) is incorrect . 

So far, we have shown that A cannot be written as the product of one, two, or three involutions, and so 

all that remains to be shown is that A can be written as the product of exactly four involutions. 

[o o 
~] E M(3,Z,) . Then Let W = 0 1 

1 0 

W'= [: 
0 ~rn 0 ~] 1 1 
0 0 

and so W is an involution. 

[o 1 
: ] EM(3,Z,).Then Let X = 1 0 

0 0 

x' = [! 1 m: 1 

:] 0 0 
0 0 [~ ~ ~i = /3, 

0 o. 1 

and so X is an involution . 
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Let Y = [l ! ~3

] E M(3,Z,) Then 

Y' = [l 
and so Y is an involution. 

0 
1 
0 

Finally let Z = 
[ ~

1 _003 002 ] 

z' = [i 
and so Z is an involution. 

Now 

0 
0 

-3 

WXYZ = [! 

E M(3, Z7 ) . Then 

[! 

: :rn: 

0 
-6 
0 [ i l 

[

2 0 
0 0 
0 1 ~3 rn 13 

Hrnl 
~l = rn ~ ll = rn ~ ll 

-3] 
~ Z= 

=A, 

and so A E M(3, Z1) is an example of a matrix that can be written as the product of exactly four involutions, 

and cannot be written as the product of one, two, or three involutions. o 

In the above example we showed that there do exist matrices that cannot be written as the product of two 

or three involutions, and that sometimes four, or possibly more, involutions are needed in the factorization 

of a matrix. As we will see in the following theorem, the Four Involutions Theorem, it turns out that any 

matrix in ~SL(n , F), where F is a field, can be factored as the product of not more than four involutions, 

and so four involutions suffice in each and every case . 

Theorem 5 ( The Four Involutions Theorem ) (cf. [9], [10], [3]). Let A be any n x n matrix in 

~ SL(n, F), where Fis a field. Then A can be written as the product of it at most four involutory matrices 

over F. 

Proof (Theorem 5). 

Let A E ~ SL(n, F) . From the theory of rational canonical forms (see Definition 22 in Section 2) , we 

know that A is similar to a block diagonal matrix of the form A'= diag(D1 , D 2 , D3 , . . . , Dk) , where n 1 + n 2 + 
n3 + ... + nk = n , and each D; block, for i = 1, 2, 3, ... k, is the companion matrix of an irreducible polynomial 

over F. From Theorem 1 in Section 3, we know that if we can show that A' can be written as the product of 

at most four involutions over F, then , by similarity, so can A . 

Since A' = diag(D1 , D2 , D3 , . . . , Dk) , where each D; block is the companion matrix of an irreducible 

polynomial over the field F, it follows that some of these D; blocks, say the first l of them, are square matrices 
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of order at least 2, of the form 

· · · 0 d; I . . . 0 * 
. . . 0 * 
. . . . . . . . . 

1 * 

where O and I are the appropriate zero and identity matrices, respectively, and B is a column matrix of 

suitable dimension , while the remaining k - l D; blocks in A' are 1 x 1 matrices of the form 

D; = [d;], for i = l + 1, / + 2, ... , k . 

If we let L denote the direct sum of all these 1 x 1 blocks of A ' , then L is a block diagonal matrix of the 

form 

0 0 •.. jJ 
and so A' becomes 

0 d1 0 0 0 · o 0 0 0 0 
I B1 0 0 0 0 0 0 0 0 
0 0 0 d2 0 0 0 0 0 0 
0 0 I B2 0 0 0 0 0 0 

0 0 0 0 0 d1 0 0 0 0 
0 0 0 0 I B1 0 0 0 0 
0 0 0 0 0 0 d1+1 0 0 0 
0 0 0 0 0 0 0 d1+2 0 0 
0 0 0 0 0 0 0 0 d1+3 0 

0 0 0 0 0 0 0 0 0 dk 

where the O's and l's denote the zero and identity matrices, respectively, and are all of suitable dimension . 

(Sometimes the zero matrices are scalar, sometimes they are row or column matrices , and sometimes they are 

square matrices.) It is also understood that either some or all of the D; matrices, for i = 1, 2, 3, ... , /, or the 

matrix L may be absent from the matrix A'. We will assume that both the D; matrices and the matrix L are 

present in A', since the other cases are just exceptions of this case. 

Note that by the definition of the determinant of a matrix , and the fact that A' is similar to A, we have 

det(A') = det(A) = ~ 1 and , det(A') = d1 · d2 · d3 · .. . · dk , so 

and since we are in the field F, it follows that d; # 0, for i = 1, 2, 3, ... , k . 
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Now if we divide the last column of each Di = [ ~ ~ii ] matrix by -d; :j: 0, we obtain the revised matrix 

[ ~ _ ~~-] , for i = 1, 2, 3, ... , /, and if we now move the last column of this revised matrix to the left of all 
di i 

the other columns and place it first, we obtain the new matrix DI defined by 

/ [ -1 
D; = _1...B

di ' 

~ ] , for i = 1,2, 3, . .. ,/. 

Also, if we take the mat,ix L = I df d,:, d,:, I l and ,eplace all the d; non-,ern diagonal 

entries, where i = l + l, l + 2, ... , k, by l's, we obtain the identity matrix h-r, and if we pair up and then 

interchange neighboring columns in this identity matrix, starting with the leftmost two columns, we end up 

with a revised form L' of the matrix L . This new matrix L' will either be of the form 

0 1 0 0 0 0 
1 0 0 0 0 0 
0 0 0 1 0 0 

L' = 0 0 1 0 0 0 , if k - l is even, 

0 0 0 0 0 1 
0 0 0 0 1 0 

or of the form 
0 1 0 0 0 0 0 
1 0 0 0 0 0 0 
0 0 0 1 0 0 0 
0 0 1 0 0 0 0 

L'= , if k - l is odd. 

0 0 0 0 0 1 0 
0 0 0 0 1 0 0 
0 0 0 0 0 0 1 

Therefore, either L' is the direct sum of copies of the matrix [ ~ ~] , of size 2, or L' is the direct sum of 

copies of the matrix [ ~ ~] , of size 2, and the scalar matrix (l], of size 1. Since this first form of L' is really 

just a special case of the second form of L', for sake of simplicity we will assume that L' is of the second form, 

that is, L' is the direct sum of copies of the matrix [ ~ ~] and the scalar matrix (1) . 

Now if we consider the direct sum of the altered matrices 

/ [ - 1 
D; = _1...B 

d, ' 

~] , for i= 1,2,3, . . . , l, 

and the altered matrix L' , we obtain a new n x n matrix W where 

W = D~ EB D; EB D; EB ... EB D; EB L' = 
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-1 0 0 0 0 0 0 0 0 0 0 0 0 
-.l...B1 I 0 0 0 0 0 0 0 0 0 0 0 

d1 
0 0 -1 0 0 0 0 0 0 0 0 0 0 
0 0 _ .l...B2 

d2 I 0 0 0 0 0 0 0 0 0 

0 0 0 0 - 1 0 0 0 0 0 0 0 0 
0 0 0 0 _ l...B1 I 0 0 0 0 0 0 0 

d1 
0 0 0 0 0 0 0 1 0 0 0 0 0 ' 
0 0 0 0 0 0 1 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 0 0 1 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 1 0 
0 0 0 0 0 0 0 0 0 0 1 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 1 

where the O's and I's denote the zero and identity matrices, respectively, of suitable dimension . 

Since 

-1 0 0 0 0 0 0 0 0 0 0 0 0 
-.l...B1 I 0 0 0 0 0 0 0 0 0 0 0 

d1 
0 0 -1 0 0 0 0 0 0 0 0 0 0 
0 0 _.l...B2 

d2 I 0 0 0 0 0 0 0 0 0 

0 0 0 0 - 1 0 0 0 0 0 0 0 0 
0 0 0 0 _ l... B1 I 0 0 0 0 0 0 0 

w2 = d1 
0 0 0 0 0 0 0 1 0 0 0 0 0 * 
0 0 0 0 0 0 1 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 0 0 1 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 1 0 
0 0 0 0 0 0 0 0 0 0 1 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 1 

- 1 0 0 0 0 0 0 0 0 0 0 0 0 
_.l...B1 I 0 0 0 0 0 0 0 0 0 0 0 

d1 
0 0 0 0 0 - 1 0 0 0 0 0 0 0 

0 0 _ .l...B2 
d2 

I 0 0 0 0 0 0 0 0 0 

0 0 0 0 -1 0 0 0 0 0 0 0 0 
0 0 0 0 _ l...B1 I 0 0 0 0 0 0 0 

d1 
0 0 0 0 0 0 0 1 0 0 0 0 0 
0 0 0 0 0 0 1 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 0 0 1 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 1 0 
0 0 0 0 0 0 0 ()' 0 0 1 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 1 
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1 0 0 0 0 0 0 0 0 0 0 0 0 
0 I 0 0 0 0 0 0 0 0 0 0 0 
0 0 1 0 0 0 0 0 0 0 0 0 0 
0 0 0 I 0 0 0 0 0 0 0 0 0 

0 0 0 0 1 0 0 0 0 0 0 0 0 
0 0 0 0 0 I 0 0 0 0 0 0 0 
0 0 0 0 0 0 1 0 0 0 0 0 0 = In, 
0 0 0 0 0 0 0 1 0 0 0 0 0 
0 0 0 0 0 0 0 0 1 0 0 0 0 
0 0 0 0 0 0 0 0 0 1 0 0 0 

0 0 0 0 0 0 0 0 0 0 1 0 0 
0 0 0 0 0 0 0 0 0 0 0 1 0 
0 0 0 0 0 0 0 0 0 0 0 0 1 

then it follows that W is an involution in ~ SL(n , F). 

Define the weighted permutation matrix RE M(n, F) by 

0 -di 0 0 0 0 0 0 0 0 0 
I 0 0 0 0 0 0 0 0 0 0 
0 0 0 -d2 0 0 0 0 0 0 0 
0 0 I 0 0 0 0 0 0 0 0 

0 0 0 0 0 - d1 0 0 0 0 0 
0 0 0 0 I 0 0 0 0 0 0 

R = 0 0 0 0 0 0 0 d1+2 0 0 0 ' 
0 0 0 0 0 0 d1+1 0 0 0 0 
0 0 0 0 0 0 0 0 0 d1+4 0 

0 0 0 0 0 0 0 0 d1+a 0 0 

0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 dk 

where the O's and I's denote the zero and identity matrices, respectively, of suitable dimension . 

Note that 

det (R) = ~(di· d2 · da · ... · d1 - i · d1 · d1+i · .. . · dk) = ~ det(A') = ~(~1) = ~1 , 

and so RE ~ SL(n, F) . 
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Now 
- 1 0 0 0 0 0 0 0 0 0 0 0 0 

_ _!_Bi I 0 0 0 0 0 0 0 0 0 0 0 db 0 -1 0 0 0 0 0 0 0 0 0 0 
0 0 -.l...B2 

d2 
I 0 0 0 0 0 0 0 0 0 

0 0 0 0 -1 0 0 0 0 0 0 0 0 
WR= 0 0 0 0 - l...B, I 0 0 0 0 0 0 0 * d1 

0 0 0 0 0 0 0 1 0 0 0 0 0 
0 0 0 0 0 0 1 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 0 0 1 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 1 

0 - di 0 0 0 0 0 0 0 0 0 
I 0 0 0 0 0 0 0 0 0 0 
0 0 0 -d2 0 0 0 0 0 0 0 
0 0 I 0 0 0 0 0 0 0 0 

0 0 0 0 0 - d1 0 0 0 0 0 
0 0 0 0 I 0 0 0 0 0 0 
0 0 0 0 0 0 0 d1+2 0 0 0 
0 0 0 0 0 0 d1+i 0 0 0 0 
0 0 0 0 0 0 0 0 0 d1+4 0 
0 0 0 0 0 0 0 0 d1+J 0 0 

0 0 0 0 0 0 0 0 0 0 dk 

0 di 0 0 0 0 0 0 0 0 0 
I B i 0 0 0 0 0 0 0 0 0 
0 0 0 d2 0 0 0 0 0 0 0 
0 0 I B2 0 0 0 0 0 0 0 

0 0 0 0 0 d1 0 0 0 0 0 
0 0 0 0 I B1 0 0 0 0 0 =A' , 
0 0 0 0 0 0 d1+i 0 0 0 0 
0 0 0 0 0 0 0 d1+ 2 0 0 0 
0 0 0 0 0 0 0 0 d1+J 0 0 
0 0 0 0 0 0 0 0 0 d1+4 0 

0 0 0 0 0 0 0 0 0 0 dk 

and so at this point we know that A' can be written as the product of an involution W and a weighted 

permutation matrix R over F . 

Denote by u the permutation that corresponds to the weighted permutation matrix R. So 

u = (1 , 2)(3 , 4)(5 , 6) · · · (r-1 , r)(r + 1, r + 2) · · · (s - 2, s - l)(s , s + l)(n) , where r < s and r , s E {1 , 2, 3, .. . , n} , 

and define the permutation r in Sn by 

r = (1 )(2 , 3)( 4, 5) · · · (r, r + 1 )(r + 2, r + 3) · · · ( s - 1, s )( s + 1, n ) . 
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Then 

T<T = (1, 3, 5, 7, ... , r - 1, r + 1, r + 3, ... , s - 2, s, n, s + 1, s - 1, . . . , r + 2, r, r - 2, . .. , 6, 4, 2) = p, 

which is a cycle on all n indices, and so r "ties together" the cycles in u. 

Now the permutation matrix corresponding to the permutation r is the n x n matrix 

I 0 0 0 0 0 0 
0 0 I 0 0 0 0 
0 I 0 0 0 0 0 
0 0 0 0 I 0 0 

X = 0 0 0 I 0 0 0 over F. 

0 0 0 0 0 0 I 
0 0 0 0 0 I 0 

Since we have 

I 0 0 0 0 0 0 I 0 0 0 0 0 0 
0 0 I 0 0 0 0 0 0 I 0 0 0 0 
0 I 0 0 0 0 0 0 I 0 0 0 0 0 

X2= 
0 0 0 0 I 0 0 0 0 0 0 I 0 0 
0 0 0 I 0 0 0 0 0 0 I 0 0 0 = In , 

0 0 0 0 0 0 I 0 0 0 0 0 0 I 
0 0 0 0 0 I 0 0 0 0 0 0 I 0 

then it follows that X is an involution in ~ SL(n, F). 

Now define the n x n matrix I< E M(n, F) by 

I 0 0 0 0 0 0 0 0 
0 0 I 0 0 0 0 0 0 
0 I 0 0 0 0 0 0 0 
0 0 0 0 I 0 0 0 0 
0 0 0 I 0 0 0 0 0 

I<= XR = * 

0 0 0 0 0 0 I 0 0 
0 0 0 0 0 I 0 0 0 
0 0 0 0 0 0 0 0 I 
0 0 0 0 0 0 0 I 0 

0 -di 0 0 0 0 0 0 0 
I 0 0 0 0 0 0 0 0 
0 0 0 - d2 0 0 0 0 0 
0 0 I 0 0 0 0 0 0 

0 0 0 0 0 dk-3 0 0 0 
0 0 0 0 dk-4 0 0 0 0 
0 0 0 0 0 0 0 . dk-I 0 
0 0 0 0 0 0 dk'-2 0 0 
0 0 0 0 0 0 0 0 dk 
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0 -di 0 0 0 0 0 0 0 
0 0 0 -d2 0 0 0 0 0 
I 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 I 0 0 0 0 0 0 

0 0 0 0 0 dk-3 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 dk - 1 0 
0 0 0 0 dk-4 0 0 0 0 
0 0 0 0 0 0 0 0 dk 
0 0 0 0 0 0 dk-2 0 0 

and since det(K) = det(XR) = det(X)det(R) = (:!::1)( :!::1 ) = (:!:: 1), we have J{ E :!:: SL(n , F) , which means 

that J{ can be written as the product of some number of involutions over F . Also, since X is an involution, 

we have XR = ]{ • XXR = XK • R = XK, and so A' becomes 

A' = WR = WXK, 

where W and X are both involutions in :!:: SL(n, F) . Now, if we can now show that J{ E :!:: SL(n, F) can be 

written as the product of exactly two involutions over F, then we have proven the statement of the theorem. 

Consider the matrix ME M(n, F) defined by 

where each e; is 1 x n ands is the same as in the permutations u and r . Let /3 = (dkdk - ldk _ 2 .. . (-d5)(- d4 )) , 

let I denote the coefficient /3( - d3) = (dkdk - 1dk-2 ··· ( - d5)(-d4)(-d3)) of e4 m M, let 6 denote 

the coefficient 1 (-d2) = (dkdk - 1dk- 2··- (- d4)(- d3)(- d2)) of e5 in M, and let f = 6(-d1) = 

(dkdk-ldk-2 ... (-d4)(-d3)(- d2)( - d1)) . 

Then 
I 0 0 0 0 0 
0 0 0 0 0 fJ 
0 I 0 0 0 0 
0 0 0 0 'Y 0 
0 0 I 0 0 0 

M = 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 dk - 2 0 0 

Now det(M) is a product in which each factor is some d;, for i E {1, 2, 3, ... , n}, and since earlier we 

noted that d; ::p 0, for i = 1, 2, 3, ... , k , and we are in the field F:, then it follows that det(M) ::p 0. Since 

det(M) ::p 0, then Mis non-singular, so ME GL(n, F) and M- 1 exists. 
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Define by Q E M(n, F) the matrix 

I 0 0 0 0 0 
0 0 I 0 0 0 
0 0 0 0 I 0 

Q= 0 0 0 0 0 1 
dk-2 

0 0 0 l 
-y 0 0 

0 1 0 0 0 0 6 

Then 

I 0 0 0 0 0 
0 0 0 0 0 8 I 0 0 0 0 0 
0 I 0 0 0 0 0 0 I 0 0 0 
0 0 0 0 "I 0 0 0 0 0 I 0 
0 0 I 0 0 0 

MQ= 0 0 0 0 0 1 
dk-2 

0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 l 0 0 -y 

0 0 0 0 0 0 0 1 0 0 0 0 6 
0 0 0 dk-2 0 0 

I 0 0 0 0 
0 I 0 0 0 
0 0 I 0 0 
0 0 0 I 0 = In, 

0 0 0 0 I 

and so Q is a right-inverse of M . Now since M is square , then any right-inverse of M is also a left-inverse, 

and so by the uniqueness of inverses we have M - 1 = Q. 

Let us now consider the product 

I 0 0 0 0 0 
0 0 I 0 0 0 
0 0 0 0 I 0 

M - 1I<M = 0 0 0 0 0 1 * dk-2 

0 0 0 l 
-y 0 0 

0 1 0 0 0 0 6 
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0 - di 0 0 0 0 0 0 0 0 0 
0 0 0 - d2 0 0 0 0 0 0 0 
I 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 - d3 0 0 0 0 0 
0 0 I 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 

M= 
0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 dk - 3 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 dk-i 0 
0 0 0 0 0 0 dk - 4 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 dk 
0 0 0 0 0 0 0 0 d k- 2 0 0 

0 -di 0 0 0 0 0 0 0 0 0 
I 0 0 0 0 0 0 0 0 0 0 
0 0 I 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 dk-2 0 0 M = 
dk-2 

0 0 0 0 0 ~ -y 0 0 0 0 0 

0 0 0 =.!h.. 0 0 0 0 0 0 0 6 

0 - di 0 0 0 0 0 0 0 0 0 
I 0 0 0 0 0 0 0 0 0 0 
0 0 I 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 dk-2 0 0 M = 
dk - 2 

0 0 0 0 0 ~ 0 0 0 0 0 (3( -d,) 

0 0 0 ----=!!._ 0 0 0 0 0 0 0 -y( -d2) 

I 0 0 0 

0 -di 0 0 0 0 0 0 0 0 0 0 0 0 8 

I 0 0 0 0 0 0 0 0 0 0 0 I 0 0 

0 0 I 0 0 0 0 0 0 0 0 0 0 'Y 0 
0 0 0 0 

0 0 0 0 0 0 0 0 1 0 0 = 
0 0 0 0 

0 0 0 0 0 i 0 0 0 0 0 
0 0 0 0 

7f 0 0 0 0 
0 0 0 .!. 

-y 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 

0 0 0 6(~d,)I [~ 0 0 

II-SE M(n, F). 

I 0 0 0 0 
0 I 0 0 = 0 I 0 

. . 

. . 

. . 
0 0 1. 0 0 0 1 -y 
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[o 
0 0 

•1 I I 0 0 r E -J: SL(n, F). 
S= r 1 

0 

1 

Now 

[l 
0 

0 :1 I [ 0 
I 0 ... 01 0 0 0 0 0 I ... 0 

55T = I 0 0 : = In, 
: 0 0 0 1 

0 1 0 ::1 0 0 0 

and since sT is a right-inverse of 5, then it is also a left-inverse, and since we are in a field it follows that 

sT = 5- 1 . Now, by Note 9 in Section 2, we know that a square matrix over a field is similar to its transpose, 

and so we have that 5 is similar to sT = 5- 1 . 

Since 5 is similar to 5-1 , then, by Theorem 2 in Section 4, we know that 5 can be written as a product of 

two involutions over F. Now I< is similar to 5, and so by Theorem 1 in Section 3 we know that I< can also be 

written as the product of two involutions over F, say I<= Y Z , where Y, Z E :!: 5L(n , F) are both involutions. 

So now we have 

A'= WR = WXI< = WXYZ, 

where W, X , Y, and Z are all involutions in :!: 5L(n, F), and since we have shown that A' can be written as 

the product of four involutions over F , then, by similarity, so can the matrix A . 

Therefore we have shown that any matrix in :!:5L(n, F) can be written as the product of at most four 

involutions over F . • 

The following example gives an illustration of the method used in the proof of Theorem 5. 

Example 35 . (A Product of not More than Four Involutions) 

Let A= [ ~ ~; ~ i ~1 E :!: 5L(5, Z11)- We will follow the construction of Theorem 5 to show 
0 0 5 4 0 
0 0 -3 - 3 1 

that A can be written as the product of not more than four involutions (it might be the case that A can 

be written as the product of two or three involutions, however, in this example we are only concerned with 

showing that four involutions will suffice) . 

Define BE GL(5, Zll) by B = [H 
0 0 
0 0 

~ ! !] . Then B-
1 = [! 

0 - 1 1 · 0 
1 0 2 0 
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Now 

B-' AB= [! 
0 0 0 

~rn 
- 3 0 0 

~] B = 

-5 0 0 -2 0 0 
0 -1 -1 0 4 5 
0 - 5 5 0 5 4 
0 -5 -5 0 -3 -3 

[~ 
- 3 0 0 

~rn 
0 0 0 

i] = [ ~ 

5 0 0 n =A' 

-2 0 0 2 0 0 -2 0 0 
0 4 5 0 0 1 0 1 0 
0 5 4 0 0 -1 0 0 -1 
0 -3 - 3 0 1 0 0 0 0 -2 

So the mal<;x A ;, ,;m;ta, to the mat,U A' = [ ! 5 0 0 i ] , and also A'= D, <I) L, whe,e 
- 2 0 0 
0 1 0 
0 0 - 1 
0 0 0 -2 

L = D2 EB D3 EB D4 , and D1, D2 , D3, and D4 are the following companion matrices of irreducible polynomials 

over F: 

D1 = [ ~ ! 2 ] , D2 = [ 1 ], D3 = [ -1 ], and D4 = [ - 2) . 

r-1 
0 0 

0 01 - 4 1 0 0 0 

Let X = ! 0 0 1 0 E M(5 , Z11) . 
0 1 o. 0 
0 0 0 1 

Then 

r-1 
0 0 0 

~] r-1 0 0 0 OJ [ 1 
0 0 0 

~] = [! 

0 0 0 

~] = ls, 

- 4 1 0 0 -4 1 0 0 0 4 - 4 1 0 0 1 0 0 

X' = ! 0 0 1 0 0010 = 0 0 1 0 0 1 0 
0 1 0 0 0 1 0 0 0 0 0 1 0 0 1 
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 

and so X is an involution. 

[o -5 o o i ] E M(5, Zn) . 
1 0 0 0 

Let R = 0 0 0 -1 
0 0 1 0 
0 0 0 0 - 2 

Then 

r-1 0 
0 0 

~l [o -5 o 0 

0 l [o 5 0 
0 

1 1 

- 4 1 0 0 1 0 0 0 0 1 20 0 0 
XR= 0 0 0 1 0 0 0 -1 0 = 0 0 1 0 

0 0 1 0 0 0 1 0 0 0 0 0 - 1 
0 0 0 0 0 0 0 0 - 2 0 0 0 0 

= [ ~ 

5 0 0 

~ ] = [l 
5 0 0 

~ l = A' , 

9 0 0 -2 0 0 
0 1 0 0 1 O· 
0 0 - 1 0 0 · -1 
0 0 0 - 2 0 0 0 0 - 2 
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and so it follows that A' can be written as the product of an involution X and a weighted permutation matrix 

R. 

Now let Y = [ ~ 

0 0 0 

!l E M(5 , Zn) . 

0 1 0 
1 0 0 
0 0 0 
0 0 1 

Then 

Y' = [ ~ 

0 0 0 

rm 
0 0 0 !l = [! 

0 0 0 ~l =Is . 

0 1 0 0 1 0 1 0 0 
1 0 0 1 0 0 0 1 0 
0 0 0 0 0 0 0 0 1 
0 0 1 0 0 1 0 0 0 

and so Y is an involution . 

Consider the product 

[ I O O 0 off - 5 o 0 

i l = [ ~ 

-5 0 0 

~ l = K E M(5, Zn) . 

0 0 1 0 0 1 0 0 0 0 0 -1 
YR = 0 1 0 0 0 0 0 0 -1 0 0 0 

0 0 0 0 1 0 0 1 0 0 0 0 -2 
0 0 0 1 0 0 0 0 0 -2 0 0 1 0 0 

Since Y is an involution then we have 

YR= I< • YY R =YI< • R = YI< , and 

A' = X R • A' = XY I<. 

[ 1 0 0 
0 

~l 0 0 0 0 
Let M = 0 1 0 0 E M(5 , Z11) . Then det(M) = -4 -1- 0, so M is non-singular and M - 1 

0 0 0 -2 
0 0 1 0 

exist, and i, defined by M-' = [! 0 0 0 

~] 0 1 0 
0 0 0 
0 0 5 

-5 0 0 

Also 

[! 
0 0 0 ol [o -5 

0 0 

~ l M = 

0 1 0 0 0 0 0 - 1 
M- 1 KM= 0 0 0 1 1 0 0 0 

0 0 5 0 0 0 0 0 -2 
- 5 0 0 0 0 0 1 0 0 

[~ 
- 5 0 0 

!rn 
0 0 0 ~l = [ ~ 

0 0 0 !] = SE M(5 , Zn) 

0 0 0 0 0 0 0 0 0 
0 1 0 1 0 0 1 0 · O 
0 0 0 0 0 -2 0 -1 0 
0 0 5 0 1 0 0 0 1 
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Now 

10000 00100 01000 
ssT = o 1 o o o o o o 1 o = o o 1 o o = Is, 

[ 

o o o o 1 l [ o 1 o o ol [ 1 o o o o l 

00100 00001 00010 
00010 10000 00001 

so sT = s- 1
, and since, by Note 8, every n x n matrix over a field is similar to its transpose, then Sis similar 

to sT = s-1, and so , by Theorem 2, Scan be written as the product of two involutions over Z11 . 

Now I< is similar to S, and so, by Theorem 1, I< can also be written as the product of two involutions 

over Z11, say I<= CD, where C, DE ~ SL(5 , Z11) - So we now have A' = XY I<, and J{ = CD, where X , Y, C, 

and D are all involutions over Zu , hence 

A' = XYI< • A'= XYCD, 

and so we have shown that A' can be written as the product of at most four involutions over Z11 . 

Since A is similar to A', then , by Theorem 1, A can also be written as the product of at most four 

involutions over Z 11 , and so we have shown that in this example the construction used in the proof of Theorem 

5 does indeed produce the correct result. • 

Before we proceed to the next section, Section 6, and examine which matrices can be written as the 

product of exactly three involutory matrices, let us consider one more example of a matrix that is the product 

of not more that four involutions. 

Example 36. (A Product of not More than Four Involutions) 

Consider the matrix 

M- [i - 0 ~ ~ ~i [~l ~ ~ ~ l 0 0 4 0 0 0 -1 E~SL(4,Zs) -

1 020 1 02 0 

Since 

[l 
0 0 

~ l [~! 0 0 

~1 l pl 0 0 

~ l # I, , M2 = 2 0 2 0 -1 0 
0 0 -1 0 0 0 0 -2 
0 2 0 1 0 2 - 1 0 0 -2 

then clearly Mis not an involution in ~ SL(4, Zs)-

Now, by Theorem 5, we know that M can be written as the product of at most four involutions over Zs, 

and, in fact M = W XY Z, where W, X, Y and Z are defined by 

w- [: 
0 0 

~] 0 0 
E ~ SL(4, Zs), - 0 0 1 

0 - 2 0 

whe,e W' = [! 0 0 

~][! 
0 0 

~] = [! 

0 0 n [! 0 0 

~] =h 
0 0 0 0 - 4 0 1 0 
0 1 0 1 0 -1 0 1 

- 2 0 - 2 0 0 0 - 4 0 0 
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[
1 o ~~1 o~1l X = ~ T E :': SL(4, Z,), 

where X 2 = 
[0

001 -~01 
0 
0 

-1 
0 

[

-1 
-2 Y-- 0 

0 

0 000 0~1] ~ E ~ SL( 4, Zs), 

0 1 

1 0 
0 1 
0 0 

where Y 2 = [=; ~ ~ ~i [=; ~ ~ ~~i 
0 001 0 00 
0 010 0 01 

z- [~ - 0 

0 I l ~l E ~ SL(4, Zs), 

[ 
0~1 0001 0 where Z 2 = 1 

0 
0 

WXYZ= 
[

0~1 

0 
0 
0 

-2 

o ol [ 1 o o ol 1 0 0 1 0 0 
00-0010 
0 1 0 0 0 1 

= I4 , and 

~ ! ~]- [T H 
0 0 1 1 0 2 

ol [-1 2 -2 
0 0 
0 0 

So we have shown that the matrix M E ~ SL( 4, Zs), can be written as the product of four involutions 

over Zs. Now it might be the case that M can be written as the product of two or three involutions over Zs , 

but, as we have shown, at most four involutions are needed. o 

At this point we should mention that the Four Involutions Theorem applies to all matrices in~ SL(n , F), 

but in the general linear group, GL(n, F), the theorem applies only to those matrices with determinant ~ 1, 

i.e ., only to the elements of GL(n, F) that are also elements of~ SL(n, F). 

In Examples 34, 35, and 36, we saw matrices that can be written as the product of four involutions and, 

more specifically, in Example 34, we showed that four involutions are indeed necessary in some cases, since the 

matrix of that example was not itself an involution and could not be written as the product of two or three 

involutions. Also, we have developed theorems that let us determine when a matrix can be written as the 

product of exactly two involutions (when it is similar to its inverse), and we have proved the Four Involutions 

Theorem which states that any matrix of determinant ~ 1 over a fj.eld F can be written as the product of at 

most four involutions. We should mention that there is no need to consider matrices that are the product 
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of more than four involutions, since these matrices are in ~ SL(n, F), as we have shown in Proposition 2 

of Section 3, and so, by Theorem 5, they can be rewritten as the product of four involutory matrices over 

~ SL(n, F). The next logical question that we should consider is 

Can we characterize the matrices of determinant ~ 1 over a field F 

that can be written as the product of exactly three involutions? 

This question leads us to the next section, Section 6. 
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Section 6. Products of Three Involutions 

In Section 4, Example 33, we gave an example of a matrix that cannot be written as a product of two 

involutions but that can be written as the product of exactly three involutions. The special property that 

this matrix possesses which enables us to use three involutions in its factorization instead of four (which, by 

Theorem 5, is the most that are needed in any case), is the fact that this matrix is cyclic. This observation 

leads is to the first theorem of this section. 

Theorem 6 ( cf . (21). If A E :'= SL(n, F) is a cyclic matrix, then A can be written as the product of exactly 

three involutions over F. 

Proof (Theorem 6) . 

Let A E :'= SL( n, F) be a cyclic matrix. Then A is similar to the companion matrix A' of an irreducible 

polynomial over F, and so if we can show that A' can be written as the product of exactly three involutions 

over F, then, by Theorem 1 in Section 3, so can A . 

Since A' is the companion matrix of an irreducible polynomial over the field F, then A' is an n x n matrix 

of the form 

A' = Ii 
0 
0 
1 

0 

0 Q 

0 * 
0 * 

1 * 
where O is the 1 x ( n - 1) zero matrix, and B is an ( n - 1) x 1 column matrix. 

Now det(A) = :'=1 (since A E :'= SL(n , F)), and since A' is similar to A, then it follows that 

det(A') = det(A) = :1. 
However, since A' is a companion matrix of an irreducible polynomial over F, we also have 

det(A') = a · 1 · 1 · . . . · 1 = a . 

Since det(A' ) = a and det(A') = :'= 1, it follows that a= 1 or a= - 1, and so, in any case 

Q2 = l. 

Define the matrix Jn E :'= SL(n, F) by 

J. = Ii 
0 0 

!I 0 1 
1 0 
0 0 

Then 

Ii 
0 0 1 

Ii 
0 0 1 

I! 
0 0 

!I , 
1 0 

J~ = 0 1 0 0 1 0 0 1 

1 0 0 1 0 0 
0 0 0 0 0 0 0 0 
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and so it follows that ln is an involution. 

Now define X E M(n, F) by 

X= . [ 
-1 0 ] 

-aB In-1 
Then 

X
2 

= [-~~ In°_J [-~~ In°_J - [ (aB) +\-aB) In~J 

= [~ In~J = In, 
and so X is an involution in ~ SL(n, F). 

Define the matrix YE M(n, F) by 

[- Ci O ] 
y = 0 ln-1 . 

Then 

2 [- Ci y = 0 

and so Y is an involution in ~ SL(n , F). 

Finally, define the matrix Z E M(n , F) by 

z = [ J no-1 ~] = J n . 

Then Z is also an involution in~ SL(n, F). 

Now 

XYZ= [ -~~ Ino_J [ -Oa 

[ ~ lno_J [ Jn°-1 

lno_J z = [ a~B lno_J z = 

~] = [(Jn~1) 2 ~] = 

[ In0-1 ~] = A'' 
and so we have shown that A' can be written as the product of exactly three involutory matrices over F, and 

so, by Theorem 1, since A is similar to A', so can A. 

Thus if A E ~SL( n , F) is a cyclic matrix, then A can be written as the product of exactly three involutions 

over F. • 

Example 37. (A Cyclic Matrix that~ the Product of Three Involutions) 

Let f(x) = x3 + 4x + 1 E Z11[x]. Then, since f(x) has no zeros in Z11 , it follows that f(x) is irreducible 

over Z11, and the companion matrix Com(!) E M(3, Z11 ) of f(x) is defined by 

Com(f) = [! ~ ~!J- · 
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Let A [ ~: }
1 
Y l E :': SL(3, Zu). Then the,e exists a mat,ix B 

[
-42 -11 -32 l 

GL(3 , Z11 ), with s- 1 = , such that 
-1 0 -1 

s- 1
AB= [~

2 

--;_l -;
2l [=! ~ ~51 B= [; ~1 ;l [!1 

-1 0 -1 0 -1 2 4 1 3 -1 

[
O O -11 1 0 -4 = Com(!). 
0 1 0 

1 
0 

-1 

[
!1 ~ ; l E 
-1 -1 -2 

i2l 

So A is similar to the companion matrix of an irreducible polynomial over Z11 , i .e ., A is cyclic , and so, 

by Theorem 6, we know that A can be written as the product of three involutions in:: SL(3 , Z11 ) . • 

Example 38. (A Product of Three Involutions) 

Consider the companion matrix Com(!) 

matrices X, Y, and Z in M(3, Zu) by 

[: ~ ~! l E M(3, Zu) of Example 37 and define the 

[

-1 0 
X = 4 1 

0 0 
~1 Y = [~ ~ ~1, and Z = [~ ~ ~1-
l 010 100 

Then X 2 = h, Y 2 = h, and Z 2 = h, so X, Y, and Z are all involutions , and 

XY z = [ ~! ! ~ 1 [ ~ ~ n z = [ ~! ~ n [ ~ : ~ 1 
[[ ~ ~! l = Com(!), 

and so it follows that the companion matrix Com(!) is indeed the product of three involutory matrices over 

Zu . o 

The previous theorem gives a sufficient, but not necessary, condition for a matrix to be written as the 

product of exactly three involutions. The following theorem gives another such sufficient condition for a matrix 

to be factored as a product of three involutory matrices. 

Theorem 7. Let A E :: SL(p, F) be similar to the direct sum of two cyclic matrices over F. Then A can 

be written as the product of exactly three involutions in :: SL(p, F) . 

Proof (Theorem 7). 

Let A E ~ SL(p , F) be similar to the direct sum of two cyclic ~atrices over F. Say A is similar to A' , 

where A'= Ai EB A2 , and A1 E ~ SL(n, F) and A2 E :: SL(m , F) are both cyclic, with n + m = p. 
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• 

So 

and by Theorem 6 we know that since A1 E :!: SL(n , F) and A2 E :!: SL(m , F) are both cyclic then each can 

be written as the product of three involutions over F . 

Let 

A 1 = I<LM, where K , L , and ME :!: SL(n, F) are all n x n involutions, and 

A 2 = XY Z, where X, Y, and Z E :!: SL(m, F) are all m x m involutions. 

Then A' becomes 
Onxm ] = [ J{LM Onxm ] 

A2 Omxn XYZ . 

Define the matrices B, C, and D E :!: SL(p , F) by B = [ o~:n On;m ] , C = [ O:xn 

D = [ M Onxm ] _ 
Omxn Z 

Then we have 

B2 = [ J{ 
Omxn 

Onxm ] [ J{ 
X Omxn 

Onxm ] = [ K
2 

X Omxm 
Onxn ] = [ In 
X2 Om t ] = Ip, 

C2 = 
[ O:xn 

Onxm ] [ L 
Y Omxn 

Onxm ] = [ L
2 

Y Omxm 
On xn ] = [ In 
Y2 Om On ] Im = Ip, 

and 

D2= 
[o~n 

Onxm ] [ M 
Z Omxn 

Onxm ] = [ M
2 

Z Omxm 
Onxn ] = [ In 
Z2 Om On ] Im = Ip, 

and so B, C, and Dare all involutions in:!: SL(p, F). 

Now 

BCD = [ J{ 
Omxn 

Onxm ] [ L Onxm ] [ M Onxm ] = 
X Omxn Y Omxn Z 

[ 
KL Onxm ] [ M Onxm ] = [KLM 

Omxn XY Omxn Z Omxn 

On xm ] and 
y ' 

Since A' can be written as the product of three involutions in :!: SL(p, F), then , by similarity and Theorem 

1, so can the matrix A. 

Hence if A E :!: SL(p, F) is similar to the direct sum of two cyclic matrices , then A can be written as the 

product of three involutory matrices over F. o 

Example 39. (A Product of Three Involutions) 

Let 

TH l,j 
0 1 0 - 2 
0 0 1 0 

[ 
B 02x3 ] + ( ) 

03 x
2 

C ~ B EB CE _ SL 5, Z1 . 
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Now B = [ ~ -;
1

] E ::!: SL(2,Z1), is the companion matrix of the irreducible polynomial f(x) = 

x 2 - 2x + 1 over Z1 , and C = 1 0 2 E ::!: SL(3, Z1) , is the companion matrix of the irreducible [
O O -li 
0 1 0 

polynomial g(x) = x3 + 2x + 1 over Z1. 

If we follow the construction used in the proof of Theorem 6, there exist involutions X , Y, and Z in 

::!: SL(2,Z1), defined by 

X = [ -; l n , Y = [ ~ n , and Z = [ ~ ~] , 

such that 

XYZ = [-;1 
~] z= [-;1 n [~ ~] = 

-;1 ] = B , 

and so it follows that Bis the product of three involutions in::!: SL(2, Z7) . 

Also , there exist involutions L, M, and N in::!: SL(3, Z7 ) , defined by 

[-1 0 ol [1 o ol [o 0 1 l L = - 2 1 0 , M = 0 0 1 , and N = 0 1 0 , 
0 0 1 0 1 0 1 0 0 

such that [-1 0 off o ol [-1 0 !][! 0 ~] LMN = ~2 1 0 0 0 1 N = -2 0 1 
0 1 0 1 0 0 1 0 

[l 0 -1 i 0 -2 =C, 
1 0 

and so the matrix C is the product of three involutory matrices in::!: SL(3 , Z1 ). 

Define the matrices F , G , and H in ::!: SL(5 , Z1) by 

F= [ X 02 xa ] ,G= [ Y 02 xa ] , andH = [oz 02Nxa ] . 
Oa x2 L Oa x2 M 3x2 

Then 
F2 _ [ X 

- Oa x2 
02£3 ] 

[ 0~2 
02 x3 ] = [ X

2 

L Oa x2 
02 x3] 
£2 

= [ 12 
Oa 

02 ] Ia = ls, 

G2 - [ y 
- Oa x2 al?] [ 0:2 

02 xa ] = [ Y
2 

M Oa xa 
02 x2] 
M2 -[h - Oa 

02 ] /3 = Is, 

and 
H2 _ [ Z 

- Oa x2 
02x3 ] [ Z 

N Oa x2 
02 x3] _ 

N -
[ z2 

Oa x3 
02 x2] = [ 12 
N 2 Oa 

02 ] Ia = ls, 

and so F, H , and Gare all involutions in ::!: SL(5, Z1 ) . 

Now 

FGH = [ X 02 xa ] [ Y 
Oa x2 L Oa x2 

02xa ] H = [ XY 
M Oa x2 

02 x3] [ Z 02 x3] = 
LM Oa x2 N 
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[
XYZ 02xa ] _ [ B 02xa] _ A 
Oax2 LMN - Oax2 C - ' 

and so A is the product of three involutions in :!: SL(5, Z7 ). o 

The last theorem of this section determines when scalar matrices over a field can be written as a product 

of three involutory factors . 

Theorem 8 (cf. [3]). Let a E F . Then the scalar matrix aln E :!: SL(n , F) can be written as the product 

of three involutions over F, if either 

1) a 2 = 1, or 

2) n is even and a 2 = -1 f l. 

Proof (Theorem 8). 

Let a E F, and let aln E :!: SL(n, F) be the scalar matrix defined by a . 

If (1) holds then a 2 = 1, and so we have 

and so aln is itself an involution in~ SL(n, F) . 

Now since aln is an involution then it can also be written as the product of three involutions involutions 

in:!: SL(n, F) . For example, 

where ln E :!: SL(n, F) is the n x n involution defined by 

0 0 0 1 

ln = 0 0 1 0 
0 1 0 0 
1 0 0 0 

Hence if (1) holds, then aln can be written as the product of three involutions, and so in this case we are 

done. 

Now if (2) holds, then n is even and a 2 = -1 f l. 

Since n is even, then n = 2k for some positive integer k, and so aln = ahk = [ a6k a~k ] , can be 

factored as 

ah ] [-h O ] [ 0 Ik] o o h h o . 
Since 

ah][-h o][o h]=[o ah][o -hJ 
0 0 h h O alk O Ik 0 
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Now 

[ 
0 ah ] [ 0 ah ] _ [-a2 

Ik 
-ah O -ah O - 0 

O ] _ [- (- l)h O ] _ [h 
- a 2h - 0 -(-l)h - 0 

[-h O] [-h O] = [ Ik o h o h o 1 ] = hk = In, and 

[ 0 Ik ] [ 0 h ] = [ h 
h O h o o 1] = hk = In, 

so all of the matrices in the above factorization of ain are involutions in : SL(n , F) , and so, in this case, ain 

can be written as the product of three involutions over F . 

Hence if either (1) or (2) in the statement of Theorem 8 hold, then ain can be written as the product of 

three involutions in : SL(n, F) . o 

Example 4 0. (A Scalar Matrix tbat i..§. tbe Product of Three Involutions) 

[

4 o o ol 
Let A= ~ i ~ ~ E : SL(4 , Z17) . Then, since 42 = 16 = - 1 =fa 1, by Theorem 8, A can be written 

0 0 0 4 
as the product of exactly three involutions in : SL( 4, Z17 ). 

Now X = [ ~• 

0 • ol 0 ~ i E : SL(4, Z11), is an involution since 
0 

- 4 0 0 

x' = [ ~• 

0 4 m~. 0 4 

~] [T 
0 0 

jJ [! 

0 0 

~] = I, 
0 0 0 0 -16 0 1 0 
0 0 0 0 0 -16 0 1 

- 4 0 - 4 0 0 0 0 0 

[-1 0 o ol Y - 0 - 1 ~ ~ E: SL(4 , Z11), is an involution since - 0 0 
0 0 0 1 

[T 
0 0 

~l [T 
0 0 

~] = [! 
0 0 

~] = I,, and y2 = -1 0 - 1 0 1 0 
0 1 0 1 0 1 
0 0 0 0 0 0 

[! 

0 1 

~] Z= 
0 0 

E : SL(4, Z11), is an involution since 
0 0 
1 0 

[O O I ~rn 
0 1 ol [1 0 o ol z2 _ o o o 0 0 1 0 1 0 0 

- 1 0 0 0 0 0 - 0 0 1 0 = I4 . 

0 1 0 1 0 0 0 0 0 1 

Also 

[ ~. 0 4 

~l [T 
0 0 

~] z = [ ~. 

0 4 

~rn 
0 1 

~] XYZ= 
0 0 - 1 0 .Q 0 0 0 
0 0 0 1 0 0 0 0 

-4 0 0 0 -4 0 1 0 
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0 
4 
0 
0 

0 
0 
4 
0 

and so we have shown that A can be written as the product of three involutions X, Y, and Z over Z17. • 

So far, in Theorems 6, 7, and 8 of this section, we have given various conditions for when a matrix over 

a field can be written as a product of three involutions. These conditions, however, are only sufficient; they 

are not necessary, since there may exist a matrix over a field that does not meet any of the conditions given 

in Theorems 6, 7, and 8, but that can still be written as a product of three involutions. As it turns out, 

the characterization of all the matrices over fields that can be written as a product of three involutions is 

not complete, and only certain special subsets of the set of all matrices that can be factored as a product of 

exactly three involutory matrices have been characterized. 

Before we end this section and our discussion of products of involutions over fields and move on to the 

next section, Section 7, there is one last result from Ballantine [3] which we will present, but not prove, that 

further characterizes matrices over a field that can be written as a product of exactly three involutions . 

Proposition 5 ( cf. [3]). A matrix A E ~ SL(n, F) can be written as the product of three involutions over 

F if and only if at least one of the following hold: 

a) n::; 2, 

b) F has order 2, 3, or 5, 

c) n = 3 and either the characteristic of Fis 3 or f(x) = x 2 + x + l is irreducible over F, or 

d) n = 4 and the characteristic of F is 2. o 

At this point we have completed our discussion of products of involutions over fields . In the next section , 

Section 7, we will deal with generalizing this concept of factoring a matrix as a product of special matrices to 

rings of special types that are not fields. 
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Section 7. Special Products Over Other Rings that are not Fields 

In the previous sections we have studied square matrices over fields that can be written as the product of 

involutions. In this section we will extend this concept of factoring matrices into a product of special factors 

over specific types of commutative rings with unity. To this end , we are giving the following theorems , Theorem 

9 and Theorem 10, without proof, since they provide us with rings that give rise to special factorizations of 

matrices. 

Theorem 9 ( cf. [19]). Let A be a ring with unity such that A satisfies the first Bass stable range condition. 

Then every matrix in GL(n , A), the group of all invertible n x n matrices with entries in the ring A , can be 

written as the product of two cyclic matrices in GL(n,A) . • 

Theorem 10 ( cf. [19]). Let A be a ring with unity such that A satisfies the first Bass stable range condition . 

Then for any matrix in M E GL(n , A), and any companion matrix S E GL(n , A) , there exist cyclic matrices 

L and Kin GL(n, A) , such that M = LK, where Lis similar to the given companion matrix S . • 

Suppose now that there exist commutative rings with unity satisfying the first Bass stable range condition , 

and let R be such a ring. Then , by Theorem 9 and Theorem 10 , we know that every element in GL(n , R) , 

the general linear group of all invertible matrices with entries over R , can be written as a product of two 

cyclic matrices in GL(n, R), and, in fact, we have seen that we can further specify that the first factor in this 

product be a cyclic matrix that is similar to some given invertible companion matrix in GL(n , R) . The next 

theorem of this section considers products of involutions in such rings. 

Theorem 11. Let R be a commutative ring with unity. Then every cyclic matrix A E GL(n , A) with 

det(A) = :!::1 can be written as a product of three involutions over R. 

Proof (Theorem 11). 

Let R be a commutative ring with unity, and let A E GL(n , R) be a cyclic matrix with det(A) = :!:: 1. 

Since A is cyclic, then A is similar to the n x n companion matrix A' of an irreducible polynomial over 

R of the form 

0 0 
1 0 

A'= 0 l 

0 a 
0 * 
0 * 

0 0 1 * 
where 0 is the 1 x ( n - l) zero matrix , and B is an ( n - I) x 1 column matrix. 

Now det(A) = :!::1 (since A E :!:: SL(n, R)) , and since A' is similar to A, then it follows that 

det(A') = det(A) = :!::1. 

However, since A' is a companion matrix of an irreducible polynomial over R , we also have 

det(A') =a • 1 • 1 • . . . • 1 = a. 
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Since det(A') = a and det(A') = ~1 , it follows that a = l or a = -1, and so, in any case 

Cl:'2 = 1. 

Define the matrix ln E GL(n, R) by 

J. = [! 
0 0 

!] 0 1 
1 0 
0 0 

Then 

J~ = [! 
0 0 . .. 

!][! 
0 0 I] [! : 0 

0 1 . .. 0 1 ~ = ! 1 0 .. . 1 0 
0 0 ... 0 0 

and so it follows that ln is an involution . 

Now define XE M(n, R) by 

X= . [ 
-1 0 ] 

-aB In-I 

Then 
2 [ - 1 X = B -a 

0 ] [ -1 
In - I -aB 

- [1 - 0 

and so X is an involution in GL(n, R). 

Define the matrix Y E M ( n, R) by 

[
- Cl' 0 ] 

y = 0 ln-I . 

Then 

0 0 
1 0 
0 1 

0 0 

y
2 
= [ ~a Jn°_ J [-oa Jn°_J [ ~

2 

(Jn~I) 2 ] 

= [~ In°_J = In, 

and so Y is an involution in GL(n, R) . 

Finally define the matrix Z E M(n , R) by 

Then Z is also an involution in GL(n, R) . 

Now 

[ 
-1 

XYZ = -aB 0 J r -Cl:' In-I 0 
0 ] z _ '[ a 

ln-I - a 2 B 0 ] z-
ln-I -
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[: Jn°_J [ ln0-1 ~] = [ (Jn~i) 2 ; ] 

[1n°-1 :]=A', 

and so we have shown that A' can be written as the product of exactly three involutory matrices over R, and 

so, by Theorem 1, since A is similar to A', so can A . 

Hence if A E GL(n,R) is a cyclic matrix with det(A) = ~l , then A can be written as the product of 

exactly three involutions over R . • 

So if R is a commutative ring with unity satisfying the first Bass stable range condition, then , by Theorems 

9 and 10, we can factor any matrix in GL(n, R) as the product of two cyclic matrices, the first of which is 

similar to a prescribed companion matrix Sin GL(n , R) , say with det(S) = ~l , and so now, by Theorem 

11, since S is cyclic with determinant ~ 1, then we can replace it with its factorization as a product of three 

involutions over R. This observation leads us to the final result of this section, Theorem 12. 

Theorem 12. Let R be a commutative ring with unity that satisfies the first Bass stable range condition, 

and let A be any matrix in GL(n, A) . Then A can be written as the product of three involutory matrices over 

Rand a cyclic matrix C in GL(n, R). Furthermore if det(C) = ~ 1, then A can be written as the product of 

at most six involutory matrices over R. 

Proof (Theorem 12). 

Let R be a commutative ring with unity satisfying the first Bass stable range condition, and let A E 

GL(n, R). Also let SE GL(n, R) be a companion matrix with det(S) = ~l. 

Then, by Theorem 9 and Theorem 10, we know that A= BC, where B and Care both cyclic matrices in 

GL(n, R), and B is similar to the specified companion matrix S . Now since B is similar to S, then det(B) = 
det(S) = ~l , and since Bis cyclic, by Theorem 11, B can be written as the product of three involutions in 

GL(n, R), say B = XY Z, where X, Y, and Z are in GL(n, R) . 

Hence 

A= BC • A= XYZC, 

where X, Y, and Z are all involutions in GL(n, R) , and C is a cyclic matrix in GL(n, R). 

Furthermore if det( C) = ~ 1, then since C is cyclic, by Theorem 11 , C can also be written as the product 

of three involutions in GL(n, R) , say C = J{ LM, where /{, L, and M are in GL(n , R). 

So 

A= BC • A =XYZJ{LM, 

where X, Y, Z, J{, L, and Mare all involutions in GL(n, R), and so in this case A can be written as the product 

of most six involutory matrices over R. • 
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Section 8. Summary 

In the introduction, Section 1, we stated the following question which was to be the main topic of this 

paper: 

Does there exist a smallest integer k, such that given any matrix 

A E ~ SL(n, F) which is a product of involutions, A can be written 

as the product of at most k involutions, and, if such an integer 

exists, what is it? 

The answer to this question, as we proved in Section 5 with the Four Involutions Theorem, is, of course, 

k = 4. 

In Section 4 we considered which matrices, if any, can be written as the product of exactly two involutions, 

and we found that these matrices must be similar to their inverses, and that, in fact, the converse is also true. 

That is, if a matrix is similar to its inverse then it can be factored as the product of two involutory matrices . 

In Section 6 we considered the case of matrices that can be written as the product of exactly three involutory 

factors, and we saw that these matrices have not, as yet , been completely classified . Finally, in Section 7, we 

extended this concept of factoring a matrix into a product of special matrices to rings that were not fields, 

and we saw that if the ring was commutative with unity satisfying the first Bass stable range condition, then 

any matrix with entries over the ring can be factored into the product of two cyclic matrices . 

As it turns out, this concept of taking a class of objects (in our case invertible matrices with a determinant 

of ~ 1 over a field), studying products of elements from this class, and trying to find the minimal number of 

special factors (in our case involutions) required in a given factorization , is a frequently addressed topic . 

Other cases that have been , or are currently being studied by others, include products of normal matrices , of 

symmetric matrices, of elementary matrices, over various rings , fields, infinite-dimensional vector spaces, and 

Hilbert spaces. 
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