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ABSTRACT
A MULTIRATE SAMPLED-DATA CONTROLLER WITH

MULTIPLEXED INPUTS AND OUTPUTS

Ekachidd Chungcharoen
Master of Science in Electrical Engineering

Youngstown state University, 1990

In this thesis, the multirate sampled-data controller
is extended to include multiplexed inputs and outputs. The
controller detects the ith plant output N;j times respec-
tively during a period T, with uniform sampling period T
and changes the plant inputs once during T,. Two designs
to obtain the state transition and the input gain matrices
of the controller are presented. It will be shown that if
a plant satisfies three conditions of being controllable,
observable, and having no zeros at origin, this controller
can be made equivalent to the state variable feedback
control law and the state transition matrix of the
controller itself can be set arbitrarily in order to meet
the controller's stability. The effects of disturbances to
this controller are discussed and it will be explained how
to choose the design parameters to minimize the disturbance
effects. Control algorithms for this controller are
developed and implemented on an IBM PC/AT microcomputer
which has a multiplexed A/D and D/A converter board as an
interfacing unit. Finally, three application examples are

then presented to demonstrate the system performance.
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CHAPTER I

INTRODUCTION

1.1 Background

In the design of a controller using a state-space
approach, the procedure consists of two independent steps.
The first step, called the state variable feedback control
law design, assumes that all states are available for
feedback purposes. Since typically not all states can be
measured, the second step, called the observer law design,
is used to estimate the entire state vector from given
measurements of the portion of the state. The final
control algorithms will consist of the control law and the
observer law combined where the control law calculations
are based on the estimated states rather than the actual
states. The advantage of using this procedure exists in
the fact that the whole design procedure is simplified.
However, there are two clear disadvantages which accompany
the use of the observer design: increase of the order of
the system, and possibility of producing an unstable
controller, which is undesirable from the viewpoint of
stability.

To solve the above problem, using a digital computer,
T. Hagiwara and M. Araki introduced a new type of
controller called "multirate output sampled-data
controller", which can be regarded as a special type of

Multirate sampled-data controller, as presented in an



article which appeared in the IEEE Transactions on
Automatic control [1]. The controller detects the ith
plant output Nj times during a period T, and changes the
plant inputs once during T,. This controller has the
following advantages. First, it has the same ability as
the state variable feedback in adjusting the closed-loop
characteristics of the control system. Second, it has the
ability of choosing the arbitrary state transition matrix
of the controller itself. Third, it can apply to the wide
class of plants which are controllable and observable, have
at least as many outputs as inputs, and do not have
invariant zeros at origin. Fourth, calculations required
in the design are almost the same as those required for the

state variable feedback controller.

1.2 Objective

The controller in reference [1] requires specific
hardware implementation such as a multi-processor computer
and several A/D and D/A converters interfacing boards since
the controller requires a non-uniform sampling period for
each output, simultaneously sampling some outputs, and
simultaneously updating all control inputs. These
requirements present some difficulties in finding suitable
hardware to implement the controller in the control
laboratory.

The objective of this thesis is to modify the

Dultirate output sampling mechanism from reference [1] to



include multiplexing of plant input and output signals, to
present two designs of the multirate sampled-data
controller based on theorems in reference [1], and to
develop the multirate sampled;data control algorithms and

implement the algorithms on a microcomputer which has a

multi-purpose multiplexed A/D and D/A converter board as an

interfacing unit.

1.3 Overview

Chapter II reviews a multirate output sampling
mechanism and the theorems of the multirate sampled-data
controller of reference [1]. Then, two designs of the
multirate sampled-data controller with multiplexed outputs
and multiplexed both inputs and outputs are presented.
Explanations of how to choose the design parameters to
minimize the disturbance effects are given.

Chapter III describes the appropriate hardware and
software used for real-time implementation.

Chapter IV applies the two designs discussed in
Chapter II to three application examples. The results of
Computer Simulations are presented in comparison with the
results of Real-time implementations.

Chapter V discusses results and problems. Finally, a
conclusion and some suggestions for future work are

included.



CHAPTER II

MULTIRATE SAMPLED-DATA THEORY

2.1 Introduction

In this chapter, the multirate output sampled-data
controller of reference [1] is extended to include
multiplexed inputs and outputs. Section 2.2 reviews the
Observability Index Vector, the multirate output sampling
mechanism and the multirate sampled-data theorems based on
reference [1]. Section 2.3 modifies the multirate output
sampling mechanism to include the multiplexing of output
samples and presents two designs of the multirate sampled-
data controller. In section 2.4, the design for a system
that requires both multiplexed inputs and outputs is then

presented.

2.2 Observability Index Vector and Multirate Output
Sampling Mechanism

Consider the state-space model of the linear

continuous time-invariant plant :

dx(t) = Ax(t) + Bu(t) (2.2.1)
dt
and y(t) = Ccx(t) (2.2.2)
where x(t) is an n x 1 state vector,

A is an n x n matrix,

u(t) is an m x 1 input vector,



B is an n x m input matrix,
y(t) is an p x 1 output vector,

and C is an p x n output matrix.

The fundamental assumption is that this plant is completely
controllable and observable, and does not have invariant
zeros at origin. Concerning the observable pair (A,C), the

pn x n observability matrix

c
ca
Q = ca2 (2.2.3)

CAn-l

has full rank, which means Q has n linearly independent
rows. The Observability Index of the system is defined as

the smallest integer o for which the matrix

c
CA
Q(o) = ’ (2.2.4)

ca?-1

has rank n. Generally, for a multiple-output system o < n.
Assuming y(t) has p independent components, the C matrix in
equation (2.2.2) is composed of p independent rows
(Cl,...,cp). Therefore, it is always possible to make a
Selection of the n linearly independent vectors which

comprise the rows of the matrix Q(o) of the form



ClA nl

Qo) = | CpA P
) (2.2.5)

C

p
. ] np
é An -1

where

In this case, a set of the smallest p integers (nl,...,np)
for which the matrix Q(c) has full rank is called
Observability Index Vector (abbreviated as OIV) [2]. The
Observability Index Vector plays a significant role in the
theory of the multirate sampled-data controller as will be
seen next.

From the plant in equation (2.2.1), if a sampler and a

Zero-order hold circuit is connected to each plant input,

then
u(t) = u(kTg) ¢ ( KTy £ t < kTo+T, ).

Therefore, for any T such that 0 < T < T,

T
X(KT+T) = exp (AT) x (kTy) + (J exp (At)Bdt)u (kT,) . (2.2.6)
(o]
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Fro
at every Tj, the sampled-data output value becomes

7

m equation (2.2.2); if the ith plant output is detected

yi(kTo+yTi) = CjX(kTo+uT;) (2.2.7)
where p = 0,...,Nj-1 and i=1,...,p.

Here Cj is the ith row of the output matrix C, and T; and

T, are related by
T; = To/Nj ; Nj = positive integer. (2.2.8)

Equation (2.2.8) implies that the ith plant output is
detected Ni times during T,. T, is referred to as the
input sampling period or the frame period, T; is referred
to as the ith output sampling period, and Nl,Nz,...,Np
are referred to as the output multiplicities. The above
sampling mechanism is the multirate output sampling
mechanism introduced in [1]. An example of this multirate
output sampling mechanism is given in Figure 2.2.1 on the

next page.
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Figure 2.2.1 Multirate output sampling mechanism for a 2
inputs and 2 outputs plant with N;=3 and N,=2
introduced by [1].

Letting T = T, in equation (2.2.6), a zero-order hold
equivalent model becomes
To
X(kTo+T,) = exp(AT,)x(kTg) + (| exp(At)Bdt)u(kTg). (2.2.9)
o
Letting BT{=T in equation (2.2.6), a zero-order hold
equivalent model for each sampling period LT becomes
x(k i
(KTo+uT;) = exp(AuT;)x(kTy) + (| exp(At)Bdt)u(kT.).
o

(2:2:10)

Substituting equation (2.2.10) into equation (2.2.7) gives



Illlll-"—*

yi(

kTo*“Ti) = ciexp(AyTi)x(kTo) + Ci([

for i=1'...,p and “=0’010,Ni-10

The equation (2.2.11) is expressed in terms of vector-

matrix form as shown below.

Y (kTg)

where

Y (KTo)

Ql

and

Cx(kT,) + Gu(kTy)

Y1(kTo)

Y1 (KTo+(N1-1)Tq)

¥p (KTo)

¥p (KTg+ (Np-1)Tp) |

Cy

C,exp(A(N1-1)T;)

C

P

exp (A(Np-1)T

Cp p)

9

KT 4

exp (At)Bdt)u (kTy)
(o]

(2.2.11)
(2.2.12)
: (2.2.13)
’ (2.2.14)
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Cq exp (At)Bdt

(o)

. (2.2.15)

@l
|

(Np-1)Tp,

C exp (At)Bdt

0
-
0
P,

Therefore the vector ?(kTo) is composed of the multirate
sampled-data of the outputs in a single frame period T, and
its relation to the input and the states during a frame
period is given by equation (2.2.12). In order that the
multirate output sampled-data controller can be realized,
the coefficient matrix C in equation (2.2.12) must have

full rank. This can be achieved by selecting the output

multiplicities Nj large enough, as is shown next.

Lemma 1 [1]: The matrix C given by equation (2.2.14) will
have full rank(=n) for almost every frame period To if the

output multiplicities (Nl,NZ,...,Np) satisfy
Nj; 2 ng (1=, 44,P) (2.2.16)

where (nl,...,np) is the OIV of the pair (A,C) founded in
€quation (2.2.5).

Proof:

Since the rank of a matrix is not changed by elementary row

OPerations, to compute the rank of C, elementary row



-

11
operations are applied to the matrix C as shown below.
Recall equation (2.2.14):

C1 :] _
. Cl
C - . .
2 e
. cp
| Cpexp(A(Np-1)Tp) |
Applying the following row operations to Ei for i=1,...,p
in equation (2.2.14) gives
15t row = 15t row = Ci
2Nd oy = (24 row - 15t row) /T
= Cj{exp(AT;)-I}/T;
3T row = (3¥4 row - 2(2"9 row) + 1St row)/Ti2
= Cj{exp(AT;)-I)/T;2
N;*B row = cj(exp(aT;)-1)/7;N;71.
Therefore, the obtained matrix is
€1
- C,(exp(aTy)-1)N,"1/7,N -1
cr = (2.2.17)

P
-1yN -1 N -1
Cp{exp(ATp) I) p /Tp p

¢« N>




48

12
peleting appropriate rows in ct gives
C1
¢, {exp(AT,)-1)","1/7,n,"1
ctt = : s (2.2.18)
p
- -7y -1,m n -1
i Cp{exp(ATp) I) p /Tp p

The definition of the matrix exponential exp(AT;) is given
by

exp(AT;) = I + (ATj) + 1 (AT;)2 + 1 (aT3)3 + ... (2.2.19)
2! 3!

Substituting equation (2.2.19) into equation (2.2.18), as

T, goes to 0, the limit of equation (2.2.18) becomes

Cy

.
C1A™",
ctt = | . . (2.2.20)
p

n -1
CpA'p

Therefore, the determinant of equation (2.2.18), as T, goes
to zero, goes to that of equation (2.2.20), which is
Nonzero since the plant is observable. Since the
determinant of equation (2.2.18) is a continuous function
Of its entries and its limit is nonzero as T, goes to zero,

it is nonzero for sufficiently small T,. By using Analytic



I"Il"'

13
Function theorem [11], since all entries in equation
(2.2.18) are analytic function of T,, it follows that the
determinant of equation (2.2.18) is also analytic and

therefore nonzero except at isolated values of T,.

Therefore, C also has full rank. This completes the proof

of Lemma 1.

Extending to use the pair [C G] gives the next result.
Lemma 2 [1]: Suppose that
rank of A B = n+m. (2.2.21)
c o
Then, the matrix [C G] given by equation (2.2.14) and
equation (2.2.15) has full rank (=n+m) for almost every

frame period T, if the output multiplicities (Nl,...,Np)

satisfy
Ny 2 my (2.2.22)

where (ml,...,mp) is an OIV of the augmented system

( [ A B ] , [C 0] ). (2:2:23)
0 0

Proof: Observing that

T
exp (AT) J exp (At)Bdt
o
exp ( )T :
0 0 0 I
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one can see that the matrix [C G] has the same structure
as the matrix C if (A,C) is replaced by the pair (2.2.23)
of the coefficient matrices of the augmented system. The
result follows from Lemma 1 [1]. It should be noted that

nfor almost every frame period T," means the assertion

fails only at isolated value of T,.

Next, consider the multirate sampled-data controller
jntroduced by [1]. It includes the multirate sampling

mechanism Y (kT,) given in equation (2.2.13) as follows:
u(kTo+Tg) = Mu(kT,) = HY(KTy) + Npr(KTo) (2.2.24)

where M is the m x m state transition matrix,
H is the m x n input gain matrix,

and N, is the m x r feedforward gain matrix.

This equation means that the control inputs for the
(kTo+T°)th frame period are determined based on the values
of the control inputs for the kToth frame period and the
sampled-data outputs obtained during the kToth frame period
(and the reference input for tracking purposes). The above
controller is also interpreted as an mtP order discrete-
time system whose state is u(kT,). Therefore, the
Stability of the controller is determined by the

eigenvalues of the state transition matrix M.

COncerning the matrix E, the multirate sampled-data control

law in equation (2.2.24) can be made equivalent to the

i.lll.-__.
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tate variable feedback control law by the following
s

theorem:
Suppose that (A,C) is an observable pair and

zheorem 1 [1]:
the output multiplicities (Nl,...,Np) satisfy

Njy 2 ng (1=, 4%4,D)

where (nl,...,np) is an OIV of the pair (A,C). Then for
almost every frame period T,, one can make the control law
in equation (2.2.24) equivalent to the state variable
feedback control law by suitable choice of the matrics H
and M.

Proof:

consider the state variables feedback control law given for

the kToth sampling period by
u(kTy) = - Fx(kTg) + Npr(kTp) (2.2.25)

where F is the feedback Gain matrix.

For the next frame period, the control law becomes
U(kTo+Tg) = = Fx(KTg+Tgy) + Npr(KTo+Ty) - (2.2.26)

From equation (2.2.9), the discrete-time system for a frame

period T, can be written as

X (KTo+Ty) ®x (kTo,) + Tu(kTg) (2.2.27)

where )

T
exp (AT,) and r = (J oexp(At)dt)B.
o

SUbstituting equation (2.2.27) into equation (2.2.26) gives



-F[#x(kTg)+Iru(kTy) ] + Npr (KT, +Tg)

u (kTo+TO )

-F&x(KTg) - FTu(kTgy) + Npor(KTo+Tg) - (2.2.28)

substituting equation (2.2.12) into equation (2.2.24) gives

u(kTo+To) = Mu(kTg) = H[Cx (KTy)+Gu(kTy) ] + Npr(kTg)

= Mu(kTy,) - HCx(kT,) + Gu(kT,) + N r(kTo+To) .
(2.2.29)
Assuming the reference input is constant for tracking,
r(kTo,) = r(kTo+Ty). Then equation (2.2.28) is equivalent

to equation (2.2.29) if and only if

-F#x (kT,) - FTu(kTy) = Mu(kT,) - HCx(KTy) - HGu(kTg) .
(2.2.30)

Writing equation (2.2.30) in matrix form gives

- 1 | x(kTg) x(kTg)
H [c G] u(kTg) | = [FQ FF+M] u(kTg) [.  (2.2.31)

Therefore, the control law in equation (2.2.24) will be
equivalent to the state variable feedback control law in

equation (2.2.26) if the matrix H satisfies

HC = F9? (2.2.32)
and the matrix M satisfies

HG = FI + M. (2.2.33)

Since Lemma 1 implies that the matrix C has full rank,

B



there exists the matrix H which satisfies equation (2.2.32)

for any specified feedback gain matrix F corresponding to
the desired state feedback. The resulting closed-loop
system using the multirate sampled-data controller in

equation (2.2.24) is shown in Figure 2.2.2.

u(kTo+Tg)

—1 ] 4 (XTo) Y (kTp)
N, z D/A PLANT

| u fe—
Y (KT,) K
EN
Multirate sampling

Figure 2.2.2 Closed-loop configuration using a multirate
sampled-data controller.

Concerning the matrix [C G], the multirate sampled-data
control law in equation (2.2.24) can also be made
equivalent to the state variable feedback control law by

the following theorem:

Theorem 2 [1]: Suppose that (A,C) is an observable pair and

that
rank |A B| = n+n.
c o0
Further suppose that the output multiplicities (Nl,...,Np)

.
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satisfy

Ni 2 mi (i=1l"°lp)

where (mlr---rmp) is an OIV of the augmented system in
equation (2.2.23). Then, for almost every frame period T,

there exists the matrix H such that

HC

F& (2.2.34)

and HG

FT + M (2.2.35)

where the matrix F is an arbitrary specified feedback gain
matrix corresponding to the desired state feedback, and the
matrix M is an arbitrary specified matrix corresponding to
the desired transition matrix of the controller itself.
Proof:

Equation (2.2.34) and equation (2.2.35) are equivalent to

H[C G] = [ F& FI+M ]. (2.2.36)

By Lemma 2, the matrix [C G] has full rank, therefore
equation (2.2.36) has a matrix solution H.

Note that it is desirable to use a stable controller
from the viewpoint of sensitivity to disturbances. Since
the stability of the controller itself is determined by
matrix M, it is appropriate to select eigenvalues of M

within a unit circle to obtain a stable controller.




3 Multirate sampled-data controller with multiplexed

2
outputs

since the controller mentioned in section 2.2 requires
simultaneous sampling of some outputs, simultaneous
updating of all control input signals and non-uniform
sampling, the hardware implementation must allow for these
requirements. By multiplexing input and output samples,
these difficulties can be overcome. Therefore, the
hardware implementation of the multirate sampled-data
controller used in this thesis is mainly composed of a
microcomputer which is a single-processor computer, ana a
multiplexed A/D and D/A converter interfacing unit. The
details of the hardware implementation are given in Chapter
III. For the above reason, the multirate output sampling
mechanism in the last section cannot be used. 1In this
section, the multirate output sampling mechanism is
modified to include multiplexing of output samples for a
single input and multiple outputs plant; two designs of the
multirate sampled-data controller are presented based on
the multirate sampled-data theorems in reference [1]. The
multirate output sampling mechanism for both multiplexed

inputs and outputs will be discussed in the next section.

The modified multirate output sampling mechanism in
this case involves detecting the 1st, ond pth plant
Outputs Ny,Nog,eeee, Np times respectively every uniform

Sampling period T. Therefore, the sampled-data outputs are
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given by
y1(KTg) = C1x(KTo) :
. " N, times
Yl(kTO+“1T) = CIX(kTo+#1T) -
KT+ (Bq+1)T) = Cox(kTo+(p1+1)T) 1
¥2 (%o } . ° N, times
Y2 (kTo+p2T) = CZX(kT°+#2T) =
Y (KTotkpT) = X (KT o+unsT)
P ? P C? °"P ] Np times
yp (KTt (N-1)T) = CpxX(KTo+(N-1)T)
or
¥i(KTo+puT) = CiX(KTo+uT) (2.3.1)
where i =1,...,p

and b = 0,---;M1.#1+1:---,M2,#2+1,---.up,---,N-l-

In this case, T and T, are related by

L

T = Tg/N (2.3.2)
P

and N =3 Nj. (2.3.3)
iy

The above mechanism is a multirate output sampling
mechanism for multiplexed outputs. A typical situation is

shown in Figure 2.3.1 as an example.
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u(kTy) u((k+1)Ty)
I |
u
Y1 [ Sy J I J P o i il T
Yz ‘l‘j\A ’41'1—-.\\
T i P T
| | | J
KT, (k+1)T, (k+2)Tq

Figure 2.3.1 Multirate output sampling mechanism for a

1 input and 2 outputs plant with N;=3 and
N2=3 .

Putting uT=T into equation (2.2.6), the state at the uTth

N uT .
X(kTo+uT) = exp (AuT) x(kTy) + (J exp (At)Bdt)u(kT,). (2.3.4)
o

;¢ustituting equation (2.3.4) into equation (2.3.1) yields

. . uT .
¥j (kTo+uT) = Cjexp (AuT)x(kTy) + ci(J exp (At) Bdt)u (kT,)
o
(2.3.5)

'®F€ i=1,...,p. Writing equation (2.3.5) in matrix form
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gives
¥(KTy) = Cx(kTy) + Gu(kTg). (2.3.6)
In this case
YlSkTo)
ylngo+u1T)

Y (KTo) = , (2.3.7)

Yp (KTo+HpT)

¥p(KT+ (N-1)T) |

C

Ciexp (AuqT)

al
I

(2.3.8)

?pexP (AupT )

Cpexp(A(N-l)T)

and

!l“lT
Cy exp (At)Bdt

2]
I

(2.3:9)

D“pT
Cp| ~exp(At)Bdt

(o]

[(N-1)T
exp (At)Bdt
- o o~
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pove equation is a basic formula of multirate sampling

The 2

echanism for multiplexed outputs. The multirate sampled-
m

data controller with multiplexed outputs can also be
realized by using Theorem 1 and Theorem 2 if the matrix C
in equation (2.3.8) and the pair of [C G] still satisfies
remma 1 and Lemma 2 in the last section. By applying

elementary row operations as in the last section to the

matrix C in equation (2.3.8), the result becomes

Cy

C,(exp(AT)-I}/T

c, (exp (AT)-1)N,~1/7N, -1
P = - 1 1 . (2.3.10)
CpeXP(AMpT)

Cpexp (AupT) (exp (AT) -I)/T

Cpexp (AupT) (exp (AT) -I)N =1/ TN -1 _

Deleting appropriate rows, as T, goes to zero, the limit of

equation (2.3.10) becomes

Cy

~ an =1
C1AY

%

~ an -1
CpA'p

which is in the same form as equation (2.2.5) and satisfies

Lemma 1. Note that the result for the pair [C G] in
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quation (2.3.8) and equation (2.3.9) is similar to
e

Lemma 2.
In this thesis, two designs which use the multirate

output sampling mechanism for multiplexed outputs are

presented by using the Theorem 1 and Theorem 2 respectively

as follows:

pesign 1: Suppose that the output multiplicities
(Nl,...,Np) are set to minimum values satisfying (2.2.16)

which are equal to OIV of the system as shown below.
N; = nj (i=1,...,p) (2.3:11)

In this case, the matrix C becomes a nonsingular square
matrix and the matrix H satifying equation (2.2.32) is

uniquely determined by
H = Fec 1. (2.3.12)

Therefore, the matrix M can be found from substituting

equation (2.3.12) into equation (2.2.33) as shown below.
M = HG - FT
= FéCc 1G - FT. (2.3.13)

Observe that the stability of the matrix M in the above
€quation depends on the choice of the matrix F which is
Obtained from an arbitrary pole assignment or optimal
€ontrol method because other parameters in equation

(2.3.13) are unchanged for selected sampling period T,.

.
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n 2: Suppose that the output multiplicities

Np) are set larger than the minimum values as

Ni > ny

Nj =my (2.3.14)

Then matrix [C G] becomes a nonsingular square matrix and

ﬁ.e matrix H is uniquely determined from equation (2.2.36)

H = [F¢ Fr+M]j[C G]~ 1. (2.3.15)

In this case, the matrix H depends on the matrix M and the
matrix F which can be chosen arbitrarily corresponding to
the desired state transition matrix and the desired state
feedback respectively.

Note that, even though these two designs are used for
single input and multiple-output plants due to the hardware
implementation in this thesis, they can be used for
multiple-input and multiple-output plants if the hardware
lmplementation of a controller can update all control input

Signals to the plant simultaneously.
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jtirate sampled-data controller with Multiplexd

2.4 MU - T and outputs

Input

Recall the controller equation (2.2.24):

L % (KTo+To) = Mu(kTg) - HY (KTo) + Npor(kTg)

T

when a plant has multiple inputs and outputs (abbreviated

as MIMO plant), not only multiplexing of output samples is
needed, but multiplexing of control input signals is also
necessary since the control input signals cannot be updated
simultaneously. This increases the complexity of the
discrete-time equivalent model of the system. This section
’v:cusses the multirate output sampling mechanism for both
tiplexed inputs and outputs and presents the design
pased on Theorem 2 in section 2.2.

Consider the state-space model of the analog plant
given by equation (2.2.1) and equation (2.2.2):

dx(t) = Ax(t) + Bu(t)
dt

and y(t) cx(t).

In order to multiplex both inputs and outputs, the
involves updating each control input with uniform
Aampling period T, followed by detecting each output Nj

‘€S respectively with the same uniform sampling period T.

this case, T and T, are related by

T = T/S (2.4.1)
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P
3 s=m+ = Nj ; S = positive integer. (2.4.2)
where i=1

To be more specific and make this concept easier to
understand, consider a fourth order analog plant model with
"o inputs and two outputs. It is assumed that the plant

ie controllable and observable, and

4+2

I
o))

rank

which satisfies Lemma 2. The output multiplicities are
ected to be N;=3 and N,=3. Therefore, S is determined

y equation (2.4.2) as shown below.
S =2+ (3+3) = 8.

This gives the relation between the uniform sampling period
and and the frame period T,. From equation (2.4.1),

therefore
T =T,/8 or T, = 8T. (2.4.3)

Figure 2.4.1 illustrates the sampling mechanism with

tiplexed inputs and outputs.
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L

L3

up (KT,) up ((k+1)Tg)

uz

yl r\l‘l\\ 1’11—-_‘-

e 2.4.1 Multirate output sampling mechanism for a
4th order plant with 2 inputs and 2 outputs
with N1=N2=3 .

K(KTo+Tgy) = #x(kT,) + a(Tg)bjug (KTy)

+ a(7T)byuy (KTg) + #7pa(T)byv (KT,) (2.4.4)
) .7 - T
l€re & = exp(AT,), #jp = exp(AiT), a(T) = J exp (At)dt,
' o

“ V(kT,) is defined as the previous value of u,(kT),
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v(kTotTo) = u2(kTo) . (2.4.5)

ation (2.4.4) describes the "augmented discrete-time
1" of the original discrete-time plant in equation

The matrix form of equation (2.4.4) and equation

[xxrorTo) ¢ #50a(T)by || x(KTo)
4]

.v(kT°+T°) 0 0 Vv (KTy)

a(Ty) a(7T)b, uy (kTy)
+ . (2.4.6)
0 v | u, (kTg)

It can be shown that if the analog plant is controllable
then this augmented discrete plant is also controllable for
lmost all sampled periods [9]. From Figure 2.4.1,

sampled-data outputs are given by

¥1 (KTo+2T) = Cyx(KT,+2T)
Y1 (KTo+3T) = CyxX(KT+2T+T)

= C18px(kTo+2T) + Cya(T) *B-u(kTy)
¥1 (KTo+4T) = Cyx(KTo+2T+2T)

= C13,px(kTo+2T) + Cya(2T) *B-u(kT,)
B3 (KT,+5T) = Cyx (KT,+2T+3T)

= C2Q3TX(kT°+2T) + C20(3T)'B'U(RT°)



Yz(kTo+6T) =

Yz(kT°+7T) =

rherefore,

meCl) ani

where

Y (kTg) =

C(kT,)

e G(kT)

I-'.4'1'0)' r

CoX (KTo+2T+4T)

CoX (KT +2T+5T)

Y1 (KTo+2T)
¥] (KTg+3T)
yl(kTo+4T)
Y5 (KT+5T)
Y5 (KTo+6T)
yZ(kT°+7T)

Cq1%p

Ciéo7
Ca%37p
Caéyr
Caésp

0
Cql'p

Cilap
Caol3p
Caolyp
Calsp

30

= C2Q4TX(kT°+2T) + C2Q(4T)'B'“(kTo)

= CZQSTX(kT°+2T) + Cza(ST)'B'U(kTo)-

[ a basic formula of multirate output sampling

sm for multiplexed inputs and outputs becomes

Y(KT,) = Cx(KTo+2T) + Gu(kT) (2.4.7)

’ (2.4.8)

, (2.4.9)

. (2.4.10)

! €quation (2.4.9), ;7 = exp(AiT); and in equation

Note that the vector of output
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_amples ¥(kT,) is expressed in terms of the state at time
wm _+2T because of the delay in taking samples. This will
Klo

Lffect the multirate sampled-data control law as shown

The state variables feedback control law for the

augmented system is

x(kTg)
kT,) = - [F G] + N,.r (kT 2.4.11
u(kTo v (KTg) r o) ( )

where [F G] is the state variable feedback gain matrix
obtained by pole assignment or optimal control method.
From equation (2.4.11), the control for the next frame

j?riod becones

|(KTo+Tg) = — FX(KTo+Tg) = GV(KTo+To) + Npr (KT +Tg)
(2.4.12)

nce V(KTo+To) = Uy (KTg)

Bu (KT,) (2.4.13)

there B=[0 iy
t is appropriate to express X(kTo+Ty) in term of x (KT, +2T)
f;use all control inputs are held constant from this time

til the next frame period. Therefore
X(KTo+Ty) = @gpx(kTo+2T) + Cgpu (KTo) - (2.4.14)

"¢ the reference input is constant, r(kTo+Ty)=r (kT,).
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- substituting equation (2.4.13) and equation (2.4.14)
29 -3 '

u(kTo+TO) = =F({ GGTx(kT°+2T) + PGTu(kTO) } - GﬁU(kTo)
+ Npr(kT,)

“FQSTX(kT°+2T) ol | FrsT + GB }U(kTo)

+ Npr(kTgp) - (2.4.15)

substituting equation (2.4.7) into the multirate

Jow,

sampled-data control law in equation (2.2.24) yields

u(KTo+To) = Mu(kTy) = H{ Cx(KTo+2T) + Gu(kTy) )

+ Npr(kT,)

Mu(kT,) - HCx(KTo+2T) - HGu(kT,)

+ Npr(kTg) . (2.4.16)

'f'before, equation (2.4.15) is equivalent to equation

(2.4.16) if and only if

- Fogqx (KTo+T,) - (FTgr+GA)u(KT,) = Mu(KTg) - HCx (KTo+2T)

- HGu(kT,)
for every x (KT +2T) and u(kT,). In terms of matrices,
H[C G] = [ Fégp FTgp+GB+M ]. (2.4.17)

ince [C G] is a nonsingular square matrix by using

€Sign 2, therefore the matrix H is determined by
H = [ Fégp FTgp+GB+M ][C G]™? (2.4.18)

€re the matrix M is an arbitrarily specified matrix
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_orresponding to the desired transition matrix of the
€O

K tirate sampled-data controller equation is the same form

r itself. Note that the final form of the

r* 1

E

2.5 Minimizing disturbance effects

Practically, when the controller is implemented, it is

énavoidable to have disturbances which are not accessible
;Qr control. Examples of disturbances are errors caused by
hardware equipment or delays in command execution, and
noise from a plant or quantization. These are undesirable
f%outs that will disturb the controller and degrade the
system performance. This section discusses how to choose
the control parameters of the multirate sampled-data

troller that will minimize the disturbance effects to

the system performance.

Again, consider the multirate sampled-data control law
in equation (2.2.24). Since the matrix H is the input gain

T;trix of the controller, the sampled-data output vector
1so be amplified into the controller. Ordinarily,

‘ormance. However, if entries in the matrix H are
: ificantly large, disturbances are enlarged and become
Yére to the system performance. Therefore, it is

Sirable to select control parameters of the designs
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| -sented in sections 2.3 and 2.4 to obtain a suitable

i,-11 H matrix to minimize the disturbance effects as

~yplained below.

In Design 1, since the matrix H is directly determined
equation (2.3.12), it will depend directly on the choice
of the state variable feedback gain matrix F. Therefore,
only is the matrix F chosen to obtain the desired state

transition matrix M, it also must be chosen in order to

keep the matrix H small.

~‘ In Design 2, since selections of the state transition
natrix M and the state variable feedback gain matrix F
ffect directly the matrix H obtained from equation

(2.3.15) or equation (2.4.18), these two parameters should
e considered carefully. For a given matrix F, a choice of
the suitable matrix M to minimize the matrix H can be
onsidered by the following procedure.

all equation (2.3.15):

H= [F¢ Fr+Mj[c Gj-Ll. (2.5.1)

(2.5.2)

](n+m)x(n+m)

“€re Ry is the submatrix containing the first n rows,

R, contains the last m rows.



35

iote that n and m are the number of states and inputs of

+he plant, respectively. Substituting equation (2.5.2)

(2.5.1) gives
H = F8R, + (FT+M)R,

= (F8R, + FTRy) + MRy

Hy + MRy. (2.5.3)

observe that H = H, when M = 0. To find the minimum H
atrix, consider the trace of a square matrix and some of
ts properties. The trace of a square is defined to be the
ng of the entries on the main diagonal, that is, for a
square matrix A

n
tr(a) = = ajj.

1=1
Some properties of trace of any square matrix are as
0llows:

If A is a square matrix, then
tr(A) = tr(a') (2.5.4)
where A' is the transpose of a matrix A.
'E:If A and B are square matrices, then
t

tr(aA+B) = tr(A) + tr(B). (2.5.5)

* If A is m x n matrix and B is n x m matrix, then (AB) is

D X m matrix,
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tr (AB) E (AB) i

i=1

m n

T T ajg (2.5.6)
i=1 j=1 13P31

where 2jj and bij are entries in A and B, respectively.

4. The partial derivative of the trace with respect to the

matrix A is [13]

& _tr(AB) = B. (2.5.7)

rom equation (2.5.6), since H is m x (n+m) matrix,
herefore

m m n+m
tr(HH') = S (HH')j; =% (= hjjhiy)

i=1 i=1 j=1

m n+m

=% = h; 32
i=1 j=1

= Sum of squares of elements of H (2.5.8)

lere H' is the transpose of the matrix H.
Xt, consider the linear algebraic equation (2.5.3) and

Nd M to minimize tr(HH') in order to obtain the minimum H

trix. Since
HH' = (Hy + MRy) (Hg' + Ry'M')

= HoHg' + MRyHy' + HgRy'M' + MR,R,'M'
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= HoHo' + MRyHy' + (MRyH,')' + MRyR,'M',

(2.5.9)
efore
r(HH') = tr(HoHpo' + MR, H,' + (MR H,')' + MR R,'M')
= tr(HoHg') + tr(MRyH,') + tr(MRHy')'
+ tr(MRyR,'M')
(2.5.10)

efining £ as the scalar function of the (HH') matrix and
f = tr(HH'),

rerefore

f = tr(HoHy') + 2-tr(MR Hy') + tr(MRyR,'M'). {2:5.11)

he partial derivative of f with respect to the M matrix is

f = § tr(HH')
¢ &M

= S tr(HoHy') + 28 tr(MRyH,') + & tr(MR,R,'M').

‘ M &M M

(2.5.12)
Onsidering the first term of equation (2.5.12), tr(HgHy')

* @ constant value respect to M, therefore

$ tr(H . H,') = 0. (2.5.13)
M oo
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,fnsidering the second term of equation (2.5.12), the

:; perty in equation (2.5.7) gives

28 tr{M(RyHg')} = 2RyH,'. (2.5.14)
M

Q = RyRy', (2.5.15)

tr (MRyR,'M') = tr(MQM'). (2.5.16)

Since it can be derived that

§ tr(MQM') = (Q + Q')M! (2.5.17)
&M
Q=Q'r
efore
é tr(MQM') = 2QM'
&M
= 2R R, 'M'. (2.5.18)

ibstituting equation (2.5.13), equation (2.5.14), and

dation (2.5.18) into equation (2.5.12) gives

%: = 2RyHy + 2RyRy'M'. (2.5.20)

® tr(HH') is minimized when 8f = 0,
&M
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-herefore

0 = 2(RyHy' + RyR,'M')

R Ry'M' = -RyHy'. (2.5.21)

the transpose of the above equation is written as

!
MR, R,' = -HgRy'. (2.5.22)

qultiplying (RuRu')"1 to the right of both sides in

squation (2.5.22) gives
M = - HoRy'(RyRy') L. (2.5.23)

hus, the matrix M obtained from equation (2.5.23)
inimizes tr(HH'), which is the sum of the squares of the
lements of matrix H, and therefore keeps the controller

s small. Finally, the matrix H minimum can be
alculated from equation (2.2.15) by using the result of
he matrix M from equation (2.5.23). Note that the result
jlthe matrix M to minimize the matrix H in section 2.4 is
same form as equation (2.5.23). The matrix H minimum

then calculated by equation (2.4.18).
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CHAPTER III

REAL TIME IMPLEMENTATION

1 Introduction

The multirate sampled-data controller with multiplexed
ats and outputs is implemented on the computer hardware
-4 software available in the control laboratory. Section
}.2 presents an overview of the computer hardware which is
 ,.osed of the analog computer used to simulate plant
odels and the digital computer used to implement control
lgorithms. Also, the interfacing unit is discussed in

» detail. Section 3.3 explains the computer software

sed to implement control algorithms including flow charts.

.2 Computer Hardware

The hardware implementation in this thesis is shown in
igure 3.2.1. The following subsections give brief

Xplanations of various parts of the hardware.

+2.1 Analog computer
The COMDYNA GP-6 analog computer is used to simulate
lant models. The details of operator functions and

ating procedures can be found in GP-6 Analog Computer

al [14].

+2.2 Digital computer

The EVEREX 286 (IBM PC/AT compatible) computer is used



PIMAES 8 _7905 767a/D & D/
SETTING & | MULTIFLEXED CONTROL PANEL
CHECKING | A/D AND D/A
EVEREX-286
¢ IBM PC/AT)
DIGITAL COMPUTER

Figure 3.2.1

GP-6

ANALOG COMPUTER

TEKTRO-| |PRIME-
NIX 2230 |LINE

OSCILLOY 1y oTTER

SCOPE

Block diagram of hardware implementation.

184
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. yun program cCc for purposes of design and to write

'-,trol programs in the BASIC language. It is also used as

gigital controller to control the analog plant built on

60
:n the Reference and User Manual [15].

The details of The EVEREX 286 computer can be found

:;2.3 Interfacing Unit

This section presents three separate parts in some

jetail.

3.2.3.1 7905 AD/DA Interface board has available functions

sed to perform multiplexed A/D and D/A conversions as

‘ollows:

Analog/Digital Conversion...12-bits sucessive-approximation
converter with eight channels,

multiplexed inputs.

Digital/Analog Conversion...Three 12-bit Digital to Analog

converters.
ogic Sense.....Three input logic sense lines.
©gic Control.....Four latched output logic control lines.

Performing A/D or D/A conversion requires two data
/tes. The high byte, data bits D0-D7 are A/D or D/A data
S 4-11. The low byte, data bits D4-D7 are A/D or D/A

*a bits 0-3. Address locations of 7905 board begin at

10 Hex, where A4, A9 and AEN (Address enable) are fixed as

® boarq code, address bits A0-A3 and the instruction,
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_ither an input (INP) or output (OUT), determines the

ction to be executed as shown in Table 3.2.1.

(=]

(=}

L = = o

o

R R e

o

B ©o o

Location

Hex (Dec)
310(784)

311(785)
312(786)

313(787)

314 (788)
315(789)
316(790)

317(791)

318(792)
319(793)
31A(794)

31B(795)

31C(796)
31D(797)
31E(798)

31F(799)

312(786)

313(787)

TABLE 3.2.1

1/0
ouT
ouT
ouT

ouT

OuT
ouT
ouT

ouT

OouT
ouT
ouT

ouT

ouT
ouT
ouT

OouT

IN

IN

Function mode locations of 7905 board.

Description

Set Mux only.

Set Control byte only.
Set Mux and starts ADC.

also start ADC.

Set low byte of LDAC.
Set LDAC only.
Set 1. byte & starts ADC.

Set LDAC & starts ADC.

Set low byte of RDAC.
Set RDAC only.
Set 1. byte & start ADC.

Set RDAC & start ADC.

Set low byte of VDAC.
Set VDAC only.
Set 1. byte & start ADC.

Set VDAC & start ADC.

Read ADC data low byte.

Read ADC data high byte.
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1n mode sense, data bits D0-D2 in the low byte are

jogic sense pits C0-C2. 1In this case, C2 is fixed to

nitor the analog computer mode logic. Data bit D3 is End
mo

¢ conversion (EOC) sense logic. When EOC is low, the A/D
o
conversion is in progress and ADC data is not ready. When

goC is high, ADC data is ready. In mode control, the logic

sontr°1 pit Cc3, when C5 is low, is used to pull the GP-6 OP
ﬁns from an operation state to an initial condition state.
B

Table 3.2.2 describes logic conditions.

TABLE 3.2.2

Logic conditions of GP-6.

GP-6 Control Logic control Logic sense
Push Button OP bus state c5 Cc3 c2
OP IC low high low
OoP oP low low * high

jote that GP-6 control push button must be in the OP
(operation) position to control GP-6 modes from the 7905
board. The details of the 7905 board can also be found in

the Reference Manual [16].

3.2.3.2 COMDYNA 767 A/D & D/A Control Panel organizes the

control system by interconnecting its component parts as
from Figure 3.2.1. Operation of the 767 requires the

ection of two cables; 7905 cable and GP-6 cable.

“9ure 3.2.2 shows a schematic of interconnections between

GP-6, 767 panel and 7905 board. The following covers

-°€Ssary details of the 767 panel as seen in Figure 3.2.3.



: | B DATA CONNECTOR
Amp 1 MO
i -
Amp 3 e
Amp 4

OP [ c2
+15v ; . c7
-15v BUFFER BOARD s
+10V Ca4
-10v Sg
AGnd AOP
DGnd n 0 DOP ‘64_'
Vee | CEC DHD M1

C4e Cc4 M3

767 PANELT 1| — :;

Vee SR MX

DGnd [ co

Agnd c1

-10V cé

+10V LI

-15v LO

+15V RI

Cée RO

Cée FT
A4
AS
A6
A7
MULTIPLEXER
co
Cc1
Cc6
MDAC Lin
MDAC Lout
MDAC Rin
MDAC Rout
F(t)
Figure 3.2.2

Schematic diagram of hardware interconnections[16].

14
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n conversion....- Table 3.2.3 shows relations of the 7905
:'}

tiplexer addresses, 7905 connector terminations and the

inputs, which consist of four trunked GP-6 amplifier

 :.uts and four 767 patch panel inputs.

A/D CONVERTERS

A4 AS MUX A6 A7
Ref. Ref.
+10 -10 Agnd -10 +10

©OOOO

D/A CONVERTERS
MDAC VDAC RDAC

00000

\/p o/p o/p I/p

gure 3.2.3 A/D and D/A section of 767 control panel.

TABLE 3.2.3

Multiplexer addresses of 7905.

67 locations Multiplexer Addr. 7905 connector
GP-G/Amp#l 00 MO
SP-G/Amp#z 02 ' M2
GP-6/Amp#3 04 : M4
GP-6/Amp#4 06 M6
767 g 08 M1
767  as oA M3
767 a6 oc M5

i B A7 OE M7
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jch is also input to the A/D converter.

/A conversion..... "LDAC" and "RDAC" are multiplying D/A
converters. Each attenuates a patched analog input and
_oduces an analog output that is the input multiplied by
;“e digital data word setting. "VDAC" has the same
circuitry as LDAC and RDAC only the input is fixed at a +10
illts reference rather than a patched variable. In this
thesis, +10 volts reference is also used for LDAC and RDAC

patched inputs.

1
3.2.3.3 DAS-8 Interface board is chosen to perform sampling

ie setting and to check whether the sampling time is over
r not, which are required to run the control algorithms in

eal time. Four operation modes are used as follows:

Mode 0 (Initialize DAS-8 board) is used to set base
lddress 300Hex (as default) for DAS-8 board. This mode has

0 be set before using other modes.

. Mode 10 (Configure DAS-8 timer/counter) is used to
onfigure the DAS-8 timer/counter which is the advanced
8254 timer/counter providing 3 x 16-bit count down
gisters.

The counter #0 and counter #2 are set to operate
}‘”19uration 0 and 3 respectively. Brief explanations for

Se two configurations are given as follows:
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",nfiguration 0 .....Pulse on terminal count.

After loading the counter, the output goes low.
Igpunting is enabled when the gate input is high (forces the
output to 9o low) and continues until the count reaches

gero. Then the output will go high and remain high until

the counter is reloaded by a programmed command.
ronfiguration 3 .....Square wave generator (N count).

After loading the counter, the output goes high for
half the count and low for the other half. If N is even, a
‘:uuetrical square wave output is obtained. If N is odd,
gie output is high for (N+1)/2 counts and low for (N-1)/2

CO tS.

3. Mode 11 (Load timer/counter) is used to start the

selected timer counter from mode 10.

4. Mode 13 (Read digital inputs IP1-3) is used to read

>
Fl

state of digital inputs. By wiring the output of
counter #0 to the IP1 and using programmed commands,

sampling time checking can be achieved.

Concerning the sampling time setting, counter #2
configuration 3 is set using mode 10 and started to

JNerate a square wave by loading mode 11 with count

Wnmber, 1t is appropriate to set count number = 378 to

Ain frequency x 10 kHz which is fast enough to use as an

“WPUL clock for counter #0. Then the counter #0
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figuration 0 in mode 10 is set and started by loading

e 11 with counter number suitable for each desired

‘*nling period. The output of counter #0 is forced to go
B, the counter #0 starts to count down as soon as the
coming clock input arrives and it continues until the
t reaches zero, then the output of counter #0 goes

Mode 11 is reloaded again with the same count number
L start the next sampling period.

concerning sampling time checking, after calculations
@ each sampling period, IP1 is checked by program

ommands. If it goes high before calculations are

inished, sampling time is too short. The count number for
sunter #0 configuration 0 has to be reset.

The timing diagram for sampling time setting is shown
n Figure 3.2.4. Figure 3.2.5 shows the wiring diagram

quired for the above operation modes. More details of

eration modes can also be found in DAS-8 User's Manual

|7 1.

10 kHz clock

o/p
COUNTER #2 o

COUNTER #0

Ure 3.2.4 Timing diagram of uniform sampling period T.
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TO DAS-8
BOARD
L ]
"2 mo
-12 w
@0 M1
*8 o2
» uw a0
g ] ™3
™ N4
o0 w oo
[ 2] NS
o3 wNé
or2 uw eo
o N7
ax o V Ret.
GATE 0 u eo
oT 0
(-]
ax i
GATE |
ot 1 UsER
G
GATE 2
oT 2
()]
INT N 0
DAS-8 EXTENTION BOX

e 3.2.5 Wiring diagram required for DAS-8.

3 Computer Software

The control program is written in Micro-soft Advanced

SIC language (BASICA), compiled by the BASIC compiler,

d then linked to "DAS8.0BJ" Assembly program in order to
3¢ DAS-8 operation modes by CALL statements. Explanations
- compile and link programs can be seen in MS-DOS

*ration Manual [19]. The format of CALL statements is in
e form

CALL DAS8 (MD%,IP%,FLAG%)
MD% is mode number,
IP% is data such as count number,

Flag% is error flag.
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‘operation modes of the 7905 board is selected by OUT or INP
statemen
prief explanations for the control program are in steps as

t with specified address given in section 3.2.3.1.
1

4
follows :

Main program

Initialize DAS-8 set address to 300 Hex.

step 2. Set counter #2 with configuration 3 for generating
square wave used as a real time clock for step 3.
Then, load the counter with count number equal to

378 to start clock at frequency = 10 kHz.

Step 3. Set counter #0 with configuration 0 preparing for

the output sampling period count.

Step 4. Initialize the control inputs, set GP-6 to initial
condition mode and Set A/D input address to the

15t output y; of the plant.

»*ep 5. Set parameters in mode 11 and mode 13 and select a
count number for the output sampling period T.

Also, select the reference input if required.

teép 6. Set GP-6 to operation mode and perform the control

algorithm by calling MRC subroutine.

°Ce that the program is loop running at step 6 until the

*ﬂ' key is pushed to end the program.
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_ RC: This subroutine is composed of control algorithms

the multirate sampled-data control law in equation
jw,2.24):

u(KTo+To) = M-u(kTo) = H*Y(KT,) + Nper(kT).

the multiplexed output mentioned in section 2.3, MRC

.c algorithms started from the beginning of the kT th

rame period as shown below.

Start counter #0, config., 0 by using Call DAS8

';th

| (mode 11) to count for sampling period T.

- Update control input and perform A/D
conversion simutaneously. (It is done by one
OUTPUT command mentioned in section 3.2.3.1).

- Obtain the sampled-data output y, (kTg).

- Transform into 2's complement word and scale
to * 10 volts range by using subroutine
SCALE-DATA.

- Multiply y(kT,) to the related element of the
H matrix,

Yx = hyy*y; (kTo) -

- Check whether there is sufficient time

between samples or not by calling subroutine

CHECK-TIMING.

= Start counter #0 for sampling period T.

= Perform A/D conversion.
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obtain y; (KT,+T).

Call SCALE-DATA.

- Multiply y; (kTo+T) to the related element of

th
o+2T)

ot (N-2)T) EB

Note that
address is
subroutine

the presen

ot (N-1)T) tB

the H matrix and add to the last subinterval
period,
Yk = hlz*yl(kT°+T) + Yk.

Call CHECK-TIMING.

Obtain yj (kTo+uT) for i=1,...,p by
using the same algorithm as at

(kT°+T)th sampling period.

for multiple outputs plant, the A/D input
set to the next output before calling
CHECK-TIMING during the last subinterval of

t output.

- Start counter #0 for sampling period T.
- Perform A/D conversion.
- Obtain y; (KTo+(N-1)T).
- Call SCALE-DATA.
= Yy = hin*yj (KTo+(N-1)T) + Yy.
- Calculate the control input for the
(kT°+T°)th frame period,
Ug = MeUyp = Yy + Npery.
- Separate Uy to high and low bytes.
- Set A/D input address to the first
channel.

- Call CHECK-TIMING.
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For multiplexed inputs and outputs mentioned in

MRC has algorithms shown below.

Start counter #0 for sampling period T.
Update control input u,.
Calculate control input u,,

Ugx = T2y *Vax + myp*log = Yo
Separate u, to high and low bytes.

Call CHECK-TIMING.

Start counter #0 for sampling period T.
Update control input u,.

Set A/D input channel to the first
address.

Call CHECK-TIMING.

Start counter #0 for sampling period T.
Perform A/D conversion.
Obtain y, (kT +2T).
Call SCALE-DATA.
Multiply y(kTo+2T) to the related element
of the H matrix,

Yix = hjp*y; (KTo+2T)

Yox = hoyq*yq (KTo+2T).

Call CHECK-TIMING.

- Start counter #0 for sampling period T.
- Perform A/D conversion.

- Obtain y; (KT,+3T).
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Call SCALE-DATA.
Multiply y, (XTo+3T) to the related element
of the H matrix and add to the prior
value,
Yix = hyo*y; (KTo+3T) + ¥Yqyp
Yo = hyo*yq (KTo+3T) + Yoy.

Call CHECK-TIMING.

Start counter #0 for sampling period T.
Perform A/D conversion.
Obtain y, (KT,+4T) .
Call SCALE-DATA.
Multiply y; (kTo+4T) to the related element
of the H matrix and add to the prior
value,

Yi1x = hy3*y; (KTo+4T) + ¥Yqyp

Yo = hy3*y; (KTo+4T) + Yoy.
Set A/D input channel to the 2M9 output
address.

Call CHECK-TIMING.

Start counter #0 for sampling period T.
Perform A/D conversion.

Obtain y, (kT,+5T) .

Call SCALE-DATA.

Multiply y, (kT,+5T) to the related element
of the H matrix and add to the prior

value,
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Yix = hyga*y, (KTo+5T) + Yqp

Yox = hoa*ys (KTo+5T) + Yoy.
Call CHECK-TIMING.
Start counter #0 for sampling period T.
Perform A/D conversion.
Obtain y, (kT,+6T).
Call SCALE-DATA.
Multiply y,(kT,+6T) to the related element
of the H matrix and add to the prior
value,

Y1k = hys*ys (KTo+6T) + Yq)

Yox = hyg*ys (KTo+6T) + Yoy.

Call CHECK-TIMING.

Start counter #0 for sampling period T.
Perform A/D conversion.
Obtain y, (kT,+7T) .
Call SCALE-DATA.
Multiply y,(kTo+7T) to the related element
of the H matrix and add to the prior
value,

Y1k = hyg*ys (KTo+7T) + Yix

Yo = hygtry, (KTo+7T) + Yop.
Calculate control input u,,

Uik = m11Uzx +m32Uzx ~ Yik-
Separate U;yp into high and low bytes.
Set A/D input channel to the first output

address.
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- Call CHECK-TIMING.

SCALE-DATA: The result obtained from A/D coversion both

;gh and low bytes are transformed to 2's complement word

_3 scaled to 10 volts range.

y. CHECK-TIMING: Mode 13 of DAS-8 functions is loaded to
eck whether setting time T is sufficient to perform
alculations or not.

Flow charts of the main program and subroutines are

in Figures 3.3.1-3.3.5.



(' START )
L

STEP 1 « ,
- INITIALIZE DAS-8, SET BASE
ADDRESS TO H300

STEP 2

- SET COUNT % = 378

- LOAD COUNTER #0, CONFIG 3
TO START CLOCK 10 kHz

STEP 3

- SET COUNTER #0, CONFIG 0,
PREPARE TO COUNT FOR
SAMPLING PERIOD T

J
STEP 4

= INITIALIZE CONTROL INPUTS

- INITIALIZE GP-6

- SET A/D INPUT ADDRESS TO
THE 1st O0/P OF A PLANT

STEP S

= SET NUMBER TO COUNT FOR
SAMPLING PERIOD T

- SET MODE NUMBERS FOR
SAMPLING TIME SETTING AND
CHECKING

NO

Figure 3.3.3

STEP 6
- CALL MRC SUBROUTINE

YES

l
C END )

Flow chart of the main program.
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< START )

ALGORITHM STARTS AT
KToTH PERIOD.
- CALL DASS8
UPDATE U AND DO A/D
CONVERSIDN
CALL SCALE-DATA
DO CALCULATION
CALL CHECK-TIMING

ALGORITHM STARTS AT
(KTo+T>TH PERIOD.

- CALL DASS8
DO A/D CONVERSION
CALL SCALE-DATA
DO CALCULATION
CALL CHECK-TIMING

ke

ALGORITHMS START AT
(KTo+2T>TH PERIOD,

(KTo+(N-2>T>TH PERIOD

ALGORITHM STARTS AT
(KTo+(N-1>T>TH PERIOD,
- CALL DASS8
- DO A/D CONVERSION
- CALL SCALE-DATA
- DO CALCULATION
- CALCULATE U AND
SEPARATE U TO HIGH
AND LOW BYTES
- SET A/D ADDR BACK
TO THE 1st OUTPUT
— CALL CHECK-TIMING

Figure 3.3.2 Flow chart of MRC subroutine for

multiplexed outputs.
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( START )

.
ALGORITHM STARTS AT
KToTH PERIOD.

- CALL DASS

- UPDATE U1

— CALCULATE U2

— SEPARATE U2 TD HIGH
AND LOW BYTES

— CALL CHECK-TIMING

ALGORITHM STARTS AT
(KTo+4T>TH PERIOD.

- CALL DAS8
DO A/D CONVERSION
CALL SCALE-DATA
DO CALCULATION
SET A/D INPUT ADDR
TO THE 2nd OUTPUT
CALL CHECK-TIMING

L

ALGORITHM STARTS AT
(KTo+T>TH PERIOD.
- CALL DASS8
- UPDATE U2
- SET A/D INPUT ADDR
TO THE 1st OUTPUT
- CALL CHECK-TIMING

ALGORITHM STARTS AT
(KTo+ST)>TH PERIOD.

- CALL DASS
DO A/D CONVERSION
- CALL SCALE-DATA
DO CALCULATION
CALL CHECK-TIMING

)

o

ALGORITHM STARTS AT
(KTo+2T>TH PERIOD.

- CALL DASS
DO A/D CONVERSION
CALL SCALE-DATA
DO CALCULATION
CALL CHECK-TIMING

ALGORITHM STARTS AT
(KTo+6T>TH PERIOD.

- CALL DASS
DO A/D CONVERSION

CALL SCALE-DATA
DO CALCULATION
CALL CHECK-TIMING

A

L

ALGORITHM STARTS AT
(KTo+3T>TH PERIOD,

- CALL DASS
DO A/D CONVERSION
CALL SCALE-DATA
- DO CALCULATION
CALL CHECK-TIMING

ALGORITHM STARTS AT
(KTo+7T)>TH PERIOD.
- CALL DAS8
- DO A/D CONVERSIDN
- CALL SCALE-DATA
- DO CALCULATION
- CALCULATE U1
- SEPARATE Ul TO HIGH
AND LOW BYTES
- SET A/D INPUT ADDR
TO THE 1st OUTPUT
- CALL CHECK-TIMING

{ RETURN )

Figure 3.3.3 Flow chart of MRC subroutine for
multiplexed inputs and outputs.
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( START )

N
INPUT HIGH BYTE & SCALE
INPUT LOW BYTE & SCALE

d

DROP SENSE BITS AND
COMBINE HIGH&LOW BYTES

SCALE NEGATIVE VALUE

SCALE TO 10 VOLTS RANGE

( RETURN )

Figure 3.3.4 Flow chart of SCALE-DATA subroutine.

START

READ DIGITAL INPUT IPL

YES
1P1 = HIGH ?
- ¢ SETTING TIME
TOD SHORT *
NO
= YES
RETURN

.Figure 3.3.5 Flow chart of CHECK-TIMING subroutine.
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CHAPTER IV

APPLICATION EXAMPLES

4.1 Introduction

In this chapter, three application examples using
multirate sampled-data control law are presented in section
4.2, 4.3 and 4.4 respectively. These are the 2Nd order
plant with single input single output, the 4th orger plant
with one input and two outputs, and the ath order plant
fith two inputs and two outputs. The first two examples
:;e the multirate sampling mechanism and the designs
;resented on section 2.3 while the last example uses the
mechanism and the design presented in section 2.4 in
Chapter II. In section 4.5, the Computer Simulation
results of all examples are shown and compared with the
Real-time results. An Interactive Computer-aided Control
Design software, Program CC [18], is used to help in design
calculations and to simulate the results. Listings of CC
Programs and control programs for all designs are given- in

Appendices A-E.

.2 Example 1: The 2nd order plant with 1 input and 1
output

Consider state-space coefficient matrices of the

ONtrollable and observable analog plant as follows:
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c=[1 0 ], and D = [0].

s(s+1)

jt shows that this plant has no invariant zero at origin
and has opened-loop poles at 0 and -1 in the s-plane.
suppose that the servo design for this plant is to be

obtained. Design parameters are chosen as follows:

.09 second

Frame period T,

Desired closed-loop poles -1 * j1 (s-plane).

Iransform to the discrete-time closed-loop poles

K on z-plane ), therefore

C.L. Poles exp (sTgy)

= .910232261 + j.082142809
€re s = s-plane poles.
€ coefficient matrices of the zero-order hold equivalent
el for the plant with a frame period .09 second are

® =11 0.0860688 |, r = | 0.0039312 |,
0 0.9139312 0.0860688
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} B[ 1 01, and D = [0].

:,e result of the feedback gain matrix obtained by pole
ﬂ_ignment at desired pole locations is

F=[ 1.911350 0.9986520 ].

i ‘Since the plant has OIV = (2), let the output
¥rtipliciity N,=2. From equation (2.3.2), the uniform
stput sampling period is

T = .09/2 = .045 second.

he multirate output sampling mechanism of this plant is

in Figure 4.2.1.

u(KkT,) u( (k+1)Tg)

Qure 4.2,3 Multirate output sampling mechanism for a
single input and single output plant with

Nq,=2

1 .



65

\= seen from Figure 4.2.1, the multirate output sampling

<
[
=
<)
R
I

= Cx(kTg)

y1(KTo+T) = Cx(KTo+T) = C&1x(kTy) + Cryu(kTo).

tn this case, the coefficient matrices of the zero-order
old equivalent model with output sampling period T = .045

second is given by

%, = |1 0.0440025 |, Tig = 0.0009975 |.
0 0.9559975 0.0440025

'rom a basic formula in equation (2.3.6), the results of

Y(kT,) = y1(kTo) |,
yl(kT°+T)

al
Il
| —
o0
L2
[
| S
]

1 0 ,
1 0.0440025

(2]]
I
| — |
N o
v
[
| CONS— |
I

0 .
[ 0.00099748 ]
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_c--l = 1 0 .
-22.72597 22.72597

qrhen, the results of the matrix H and M are obtained from

uation (2.3.12) and (2.3.13) respectively as follows:

[ -22.56922 24.48057 ]

H

M [ -0.0690478 ].

, consider a dc gain N, for tracking a reference step

jnput. The output of this system is
Y = Xq

nd there is no steady state error for type 1 system. From
he state variable feedback control law in equation
2.2.25) at steady state, both the control input and the

state X5 go to zero. Then the control law becomes
0 = - flx(kTo) + Nrr(kTo)o
ince x(kT,) = r(kT,) is desired, then N, must be chosen as

Ny = £; = 1.91135.

2+1

3,

N
o
<]
x
[ —|
>
o
—_
I
oo
[
or R
oro
Il
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e augmented system has OIV = (3). Therefore let the

ut multiplicities Ny = 3. The uniform output sampling

T = Ty/N .09/3 = .03 second.

ne multirate output sampling mechanism in this case is

.hown in Figure 4.2.2.

u(kTp) - u((k+1)T,)

€ 4.2.2 Multirate output sampling mechanism for a
single input and single output plant with
N,=3.
1

Figure’4.2.2, the multirate output sampling mechanism

Y(KTo+T) = Cx(KTo+T) = C#1x(kTgy) + CTu(kTg)
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y (KTo+2T) = Cx(kTo+2T) = C@,x(kTy) + Cru(kTg) .

"he coefficient matrices of the zero-order equivalent
_jels for this plant with output sampling period T (.03

cecond) and 2T (.06 second) are obtained respectively as

1 0.0295545 0.0004455
E = ' Iy = '
1
°1 0 0.9704455 0.0295545
'f‘,«
1 0.0582355 0.0017645
= r’ rz = .
0 0.9417645 0.0582355
Therefore,
_ y (KTo)
Y(KTg) = |y(kTg+T) |,
Y (KT,+2T)
B _ c 0
G] = | ce, cry
ca, cr;
1 0 0
= 1 0.0295545 0.0004455 |.
1 0.0582355 0.0017645
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1 0 0
E]‘1= -50.335840 67.33834 -17.00250 |.
1000.0945 -2.222.389 1127.861

rthe minimum H matrix is obtained by the following steps:

eypstituting M = [0] into equation (2.3.15) gives

Ho = [ 49.99110 -135.1820 87.10220 ].
nce
R
= I X
[€c G1"1l= ,
Ry
erefore
Ry, = 1 0 0
-50.33584 67.33834 -17.00250
Ru = [ 1094.528 -2222.389 1127.861 ].

ubstituting H, and R, into equation (2.5.23) gives
M = [-0.0611929 ].

'€ Matrix H minimum is obtained by using equation (2.3.15)

‘Tin.
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ﬁﬂyerefore

Bin, * [-16.98622 0.8124516 18.08512 ].

,.3 Example 2: The 4th order plant with 1 input and 2
e outputs

consider state-space coefficient matrices of the

controllable and observable analog plant as follows:

0 0 0 0 1

R = 2 -], 0 o |, B = 2 ’
-1 0 -3 0 -1
1 0 0o =2 1

(o]

]
r
(e N el
NP
| VN
|
| — |
oo
or
or
= o
| E— |
o
o }

Q

o

Il
|

oo
| S |

Y = (s+.999) (s+5) (s+2

u s(s+1l) (s+2) (s+3)
‘ Yy = (s+3) (s+.999) (s+1).
u s(s+1l) (s+2) (s+3)

t shows that this plant has no invariant zeros at origin
d has opened-loop poles at 0, -1, -2, -3. Suppose that

S Tegulator design is to be obtained (reference input=0).
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:Emoose‘ frame period T, = .3 second,

desired closed-loop poles = -.5, -1, -2, -3.

rherefore,
{

cired discrete poles = .904837418, .818730753,

.670320046, and .548811636.

he coefficient matrices of the zero-order hold equivalent

Q,-el with frame period Ty = 3 second for this plant are

1.000300 0 0 0
$ = 0.5184452 0.7408182 0 0
| -0.1978442 0 0.4065697 0
0.2256314 0 0 0.5488116
0.3000450
r = 0.6000084 |.
-0.2318771
0.2628010

the result of the state variable feedback gain matrix
dbtained by the pole assignment method at desired poles

becomes

~ = [0.4652377 -2.839783E-07 1.504320E-09 5.755672E-10]

€8ign 1 : Ssince the plant has 0IV=(2,2), let output
Ultiplicities be N; = N, = 2. Then obtain the uniform

PUt sampling period T from equation (2.3.2),
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T = Tgo/(Np+Ny)

.3/(2+42) = .075 second.

Figure 4.3.1 shows the multirate output sampling mechanism

for this case.

u(kT,) u( (k+1)Tg)
|
u 1
Yl r\\r?\\ I 1 — g T TS
Yz‘ ‘r\j\ ’,'I"T‘*
L 1 1 J
KT, (k+1)'ro (k+2)To

€ 4.3.1 Multirate output sampling mechanism for a
1 input and 2 outputs plant with N;=N,=2.

' Seen from Figure 4.3.1, the multirate output sampling

Chanism can be written as follows:

Y1 (kTo) = cqx(KT,)
Y1 (kTo+T) = C1xX(KTo+T) = C181%x(kTy) + Clrlu(k'ro)
2(KTg+2T) = Cox(KTo+2T) = Cp#,x(KTo) + Colpu(KT)



1.0000750 0
| 0.1445185 0.9277435
-0.0671639 0
0.0696487 0
1"1 =
1.0001500 0
o=| 0.2786055 0.8607080
' -0.1208004 0
0.1296011 0
rz =
1.0002250 0
0.4030146 0.7985162
=0.1636350 0
0.1812078 0
Iy =

.‘Yz(kT0+3T) = CyX(kTo+3T) = Ca®3x(kTy) + Cal3u(kTy)

me & and T matrices for the zero-order hold equivalent
1L

_~dels with sampling period T, 2T, and 3T respectively are

0 0

0 0
0.7985162 0

0 0.8607080

0.0750028
0.1500001 |,
-0.0697742
0.0723231

0 0

0 0
0.6376282 0

0 0.7408182

0.1500113
0.3000011 |,
-0.1305276
0.1397960

0 0
0 0
0.5091564 0

0 0.6376282

0.2250253
0.4500036 |.
-0.1840780
0.2030947
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merefore from equation (2.3.6),

(kTo) = vyl (kTo+T) , C = C]_Ql and G = C1I‘1 ’
y2(kT°+3T) Cr25 CoI'5
here
. 0 1 1 0
T = 0.0773546 0.9277435 0.7985162 0
0.1296011 0 0 0.7408182
0.1812078 0 0 0.6376282
) 0
and G = 0.0802259 |. Then
1 0.1397960
0.2030947
i 0 0 -12.356000 14.355620
c~l = -6.179162 7.738305 7.396222 -8.593184
7.179162 -7.738305 -7.396222 8.593184
0 0 3.511456 -2.511418

The results of matrix H and matrix M calculated by equation

(2.3.12) and equation (2.3.13) respectively are
H = [ 1.304340E-6 -1.632689E-6 -=5.750199 6.680778 ]

= [ 0.4133836 ].




i

Since

rank =

cCorErNO
orHrOOKrRO
[
orowoo
1
HFoNnOoOOoOO
|
CORRNE

+he augmented system has 0IV=(3,2). Let the output
multiplicities be N = 3 and N; = 2. The uniform output

sampling period becomes
T = .2/(3+2) = .04 second.

jgure 4.3.2 shows the multirate output sampling mechanism

this case.

u(kt,) u( (k+1)To)
u
Y r I T T el
J \\lsl—_'—‘ - ﬁ\\
Y2 T - Yl
\L,L—_—_—
—_ 1 1 J
kT, (k+1)T, (k+2)T,

€ 4.3.2 Multirate output sampling mechanism for a
1 input and 2 outputs plant with N;=3 and
Ny=2.
2
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. seen in Figure 4.3.2, the multirate output sampling

"echanism can be written as follows.

y1 (kTo) = C1x(kTp)

yq (KTo*T) = CpX(KTo+T) C1%81x(kTy) + CqTqu(kTy)

Yl(kTO+2T) = C1X(kTo+2T) = cl§2X(kTo) + Clrzl.I(kTo)
YZ(kT°+3T) = CzX(kT°+3T) = C2§3X(kTo) + C1P3U.(kT°)
¥5 (KTo+4T) = CoX(KTo+4T) = Ca@4x(KTg) + CaTgu(kTp) .

The & and I' matrices of the zero-order hold equivalent
models for this plant with output sampling period T, 2T, 3T

and 4T respectively are

1.0000600 0 0 0
$,=| 0.1164745 0.9417645 0 0 p
~ |-0.0549116 0 0.8352702 0
0.0565415 0 0 0.8869204
0.0600018
Iy = 0.1200001 |,
-0.0566067
0.0582699
1.0001200 0 0 0
0.2261730 0.8869204 0 0 ’
=0.1007810 0] 0.6976763 0

0.1066927 0 0] 0.7866279



0.1200072

r, = | 0.2400006 |,
-1.1718330
0.1133433
1.0001800 0 0 .0
. _| 0.3204501 0.8352702 0 0
#371_0.1390976 0 0.5827483 0
0.1511763 0 0 0.6976763
0.1800162
ry = | 0.3600019 |,
-0.1527235
0.1655818
1.0002400 0 0 0
,=| 0.4267975 0.7866279 0 0
* |-0.1711056 0 0.4867523 0
0.1906330 0 0 0.6187834
0.2400288
r, = | 0.4800043 |.
-0.1940570
0.2153062

herefore from equation (2.3.6),

YIx(kTo) Cl
( Y x (kT°+T) _ C1§1
&To) = | yix (KT +2T) G) = | cja;
! YzX(kTo+4T) C2Q4

CiI'y
Cils
Caol'3
Caly




where

0
0.0615628
0.1253920
0.1511763
0.1906330

|-1178.486
| 93.82704
[-92.82704
| 24.27880
973.6601

1 1
0.9417645 0.8352702
0.8869204 0.6976763

0 0

0 0

[c &=
2662.264 -1498.150
-220.2887 129.2484
220.2887 =129.2484
-54.84713 30.86441
-2199.551 1237.765

0

0

0
0.6976763
0.6187834

-391.4482
41.48431
-41.48431
12.57307
310.4552

@ue minimum H matrix is obtained as follows:

78

0
0.0633934
0.1328173 |,
0.1655818
0.2153062

4

441.3566
-46.77343
46.77343 |.
-12.56003
-350.0373

bstituting M = [0] into equation (2.3.18) gives

Hy = [-412.5253 931.9170 =-524.4225 -138.8340 156.5349 ]
From equation (2.5.2),
-1178.49 2662.264 -1498.150 -391.4482 441.357
‘x = 93.8270 =-220.2887 129.2484 41.48431 -46.7734
-92.8270 220.2887 -129.2484 -41.48431 46.7734
24.2788 -54.84713 30.86441 12.57307 =12.5600
u = [973.660 -2199.551 1237.765 310.4552 =-350.0373 1.
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'substituting H, and R, into equation (2.5.23) gives
M = [.424].
applying M into equation (2.3.18) gives

.h .n=[ .3065341 -.6924752 .3896791 -7.200939 8.119036 ].

:Eb see disturbance effects when the matrix H is

significantly large, choose the state transition matrix
M= [.44].
‘The result of H matrix obtained from equation (2.3.15) is

H=[ 15.88510 -35.88528 2.019391 =-2.233655 2.518439 ]

?#ing H are given in section 4.5 as Example 2 Design 2 and

Example 2 Design 2A, respectively.

4.4 Example 3: The 4th order plant with 2 inputs and 2
: outputs

The regulator design is to be obtained for the
controllable and observable analog plant which has

'f-te-space coefficient matrices as follows:

. B = [Bl B2] =

oOowo
NO O
[eleoNoNa)
Ok NO
OoOOoOKrOo
FROOO



(o)
\
| p—|
a0
e
| S |
I
| = |
or
oo
o
oo
—
o
3
Q.
o]

]
|
oo
oo
| T— |

The opened-1loop transfer functions of this plant are given

1 '
—s
(s“+1)

<
[u)
|

’

= _2
u, s(sz+1)

Y2 = =2,
u,y s(s“+1)

d Yy = (s+1.732051!(s-1.732051).
u, s® (s“+1)

This plant has no zeros at origin and has opened-loop poles

Choose : frame period T, = .2 second

desired closed-loop poles = -.833%+j.164, -1.364%j1.590.

fmvthis case, these poles are obtained from the analog
optimal control design by using the Linear Quadratic

Regulator (LQR) design for which the cost function is

[+ o]
J = [ (xTQx + fuTRu)dt
Jo

=re Q=[I4], R=[12] and 7 = 1.

*fACe Program CC does not have the discrete-time optimal
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ontrol command available, the pole assignment technique is
c

gsed for the discrete-time design by transforming the

optimal analog poles to discrete-time poles. Therefore,

the desired discrete-time poles = .846096645+).027705397

and .72306452%+3j.237997776.

The & and I matrices of the zero-order hold equivalent

model of this plant with frame period Ty = .2 second become

1.0598000 0.1986693 0 0.0398668
= 0.5960080 0.9800666 0 0.3973387
-0.0079840 -0.0398668 1 0.1946773
-0.1196005 =0.1397339 0 0.9202663

and

0.0199334 0.0026613

= 0.1986693 0.0398668 |.
=0.0026613 0.0197337
-0.0398668 0.1946773

ince a multivariable pole-placement algorithm was not
available, the state-variable feedback gain matrix F was
ound by using a Weighted Least-Squares Approximation

thod. The details of this method can be seen in Appendix

* The result gives the approximated value of the matrix F

shown below.

= | 3.589307 1.725144 -0.649064 1.519300
0.120262 -1.688656 3.245327 2.403051
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prom equation (2.4.6), the & and I matrices of the zero-

order hold equivalent model of the augmented discrete-time

 for this plant becomes

1.059800 0.1986693 0 0.0398668 0.0008776
0.5960080 0.9800666 0 0.3973387 0.0093199
5.=|-0.0079840 -0.0398668 1 0.1946773 0.0045773
A -0.1196005 =-0.3973387 0 0.9202663 0.0232448
0 0 0 0 0
and
-
0.0199334 0.0017837
0.1986693 0.0305469
FA= -0.0026613 0.0151563
-0.0398668 0.1714326
0 1

To find the feedback gain [F G] for the augmented system,

use another approximation by

Therefore, the matrix [F G] becomes

3.5893070 1.7251440 -0.6490643

r°-1202620 -1.6886560 3.2453270

1.5193000 0
2.4030510 o .

90 2 : Only Design 2 is presented for Example 3.

‘?ce To=.2 second, therefore the output sampling period T

* Obtained by
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T = .2/8 =.025 second.
l‘e multirate output sampling mechanism of this plant is

_‘.’ in Figure 40401-

uy (KT,) uy ((k+1)Ty)
L
ul j
uy (KT,) uy ((k+1)Tg)
uz
Yl T 1 \[\ - 'l —————
S J A e
- L L ] .2 YO
SN ST
! | 1 J
KTq (k+1)Tqo (k+2)Tq

€ 4.4.1 Multirate output sampling mechanism for a
2 inputs and 2 outputs plant with N;=N,=3.

1 (KT +2T) c 0
L (KT +3T) Cyéy cifp |
1(kTo+4T) | = | cie,p | x(KTo+2T) + | C1Top | u(kTy).
2 tyrot5T) Co83 Col'3p
e oT) Co84 Colgr
kTo+7T) Cy cor
F | | “2%s7 | . “2V5T |




The &

 podels of the plant at output sampling period T, 2T, 3T,
m

|
. 41‘1

1.0009370
—| 0.0749922
#r= -0.0000156
-0.0018749

0.0003125
I'm=| 0.0249974
4 -0.0000052
-0.0006250

1.0037490
0.1499375
-0.0001250
-0.0074984

Y
—

0.0012497
0.0499792
-0.0000417
-=0.0024995

1.0084340
0.2247891
-0.0004218
-0.0168671

0.0028112
0.0749297
-0.0001406
-0.0056224

' w
il
(e | —

and 5T respectively are

0.0249974
0.9996875
-0.0006250
-0.0499948

0.0000052
0.0006250
0.0003124
0.0249896

0.0499792
0.9987503
=0.0024995
-0.0999583

0.0000417
0.0024995
0.0012490
0.0499167

0.0749297
0.9971888
-0.0056224
-0.1498594

0.0001406
0.0056224
0.0028072
0.0747188

[eNeoNoNe

[eNoNeoNa)

[eNeoNoNa]

and T matrices of the zero-order hold equivalent

0.0006250
0.0499948
0.0249896
0.9987501

0.0024995
0.0999583
0.0499167
0.9950010

0.0056224
0.1498594
0.0747188
0.9887553
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1.0149880 0.0998334 0 0.0099917
0.2995002 0.9950042 0 0.1996668 |,
-0.0009995 -0.0099917 0 0.0993337
-0.0299750 =-0.1996668 0 0.9800167
0.0049958 0.0003332
0.0998334 0.0099917 |,
-0.0003332 0.0049833
-0.0099917 0.0993337
1.0234070 0.1246747 0 0.0156047
0.3740242 0.9921977 0 0.2493495 |,
-0.0019516 -0.0156047 0 0.1236989
-0.0468140 -0.2493495 0 0.9687907
0.0078023 0.0006505
= 0.1246747 0.0156047 |.
-0.0006505 0.0077718
-0.0156047 0.1236989
refore, |[C G] 1is
1 0 0 0 0 0
.00094 .024997 0 .000625 .000313 .000005
.00375 .049979 0 .002410 .001250 .000042
«000422 -.005622 1 .074719 -.000141 .002807
«000995 -.009992 1 .099334 -.000333 .004983
+001952 -.015605 1 .123699 -.000651 .007772

(c G171 s
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ST =

E 5 0 0 0 0 0

_59.910 79.794 -19.884 .67414  -1.3483 .67414
50592 -1.0137  .50781 10.051 -15.101 6.0505

_15.823 31.697 ~-15.873 -181.331  322.662 -141.33 |.
1617.6 =-3238.3  1617.7 281.77 -483.537  201.77
202.12 -484.90  282.79  1617.86 =-3235.71  1617.9

om equation (2.4.15), the & and I' matrices of the zero-

der hold equivalent model with output sampling period 6T
1.0336870 0.1494381 0 0.0224578
0.4483144 0.9887711 0 0.2988763 |,
-0.0033712 -0.0224578 1 0.1477525
-0.0673735 -0.2988763 0 0.9550843

d
0.0112289 0.0011237

T =| 0.1494381 0.0224578 |.
-0.0011237 0.0111657
-0.0224578 0.1477525

ie matrix H minimum can be determined by the following

teps:

B

® result of H_ obtained from equation (2.4.19) is

345,95

-776.
316.57 26

701.80

434.61
-385.13

136.10
103.84

=332.31

=-307.04

195.57
206.45
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In this case . Ry =
A 0 0 0 0 0
| so.910 79.794 -19.884  0.6741 -1.34827  0.67414
275059 ~-1.0137  0.5078  10.0510 =-15.1011  6.05050
27823 31.697 -15.8732 -181.330 322.6615 -141.331
and Ry =
1617.62 -3238.32 1617.69 281.770 -483.540 201.770 |.
|302.116 -484.902 282.786 1617.86 =-3235.71 1617.86

substituting H, and R, into equation (2.5.23) gives

-0.0685321

=0.1303905

M= (-0.229871
0.236488

which has its eigenvalues = -.1801308+3j.1171876 (within a

unit circle). Substituting M into equation (2.4.18) gives

the result of the matrix H minimum. Therefore,
Hpin =
f‘39.752 .66438 43.366 -39.551 .588604 38.3129
39.648 -.80162 -39.435 -40.482 .515322 43.2118

Analog models of all three examples are implemented on
he Gp-¢ analog computer, and their circuit diagrams are

in Appendix G. The M, H, and Hpj, matrices obtained
*Om all designs are applied in the multirate sampled-data

"ONtrol law in equation (2.2.24),
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u(kTo+To) = Mu(kTy) = HY(KT,) + Npr(kTo),

for implementing the multirate sampled-data controller.
The results from Computer Simulation and Real-time

1mplementation of all designs are presented in section 4.5.

4.5 Computer Simulation and Real-time Results

This section shows the Computer Simulation results in
| comparison with the Real-time results.

‘rigures 4.5.1-4.5.3 show the results of Example 1 Design 1.
Figures 4.5.4-4.5.6 show the results of Example 1 Design 2.
Figures 4.5.7-4.5.9 show the results of Example 2 Design 1.
Figures 4.5.10-4.5.12 show the results of Example 2 Design
2. Figures 4.5.13-4.5.15 show the Real-time results of
Example 2 Design 2 and compared with the Real-time results
of Example 2 Design 2A (on page 79) to see the effects of
ﬁisturbances when Hpijn and H are used. Figures 4.5.16-
4.5.19 show the results of Example 3 Design 2.

Brief explanations of two options in program CC that are
used for simulating the results of each design are given in

Appendix H.
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© 4.5.1 output signals of Example 1 Design 1. (a) Simulated
output signal; (b) Real-time output signal.



cTETU e O

mer =0 <

90

€ 4.5.2 State X, signals of Example 1 Design 1.

(a) Simulated

state x, signal; (b) Real-time state x, signal.

10 m
a -
6 -
4 =
2 -
L -"\.\.
] T
' |
4 '
0 (as) tine(sec) !
8|
6
2 ke
-0
=2 | 1
(b)5 time(sec) B



VI v < =t e O

ecYU e O

®cr0 <

Bt
o~

P
oo

20

16

12

-4

@) time(sec) :

91

time(sec)

(b)

4.5.3 Control input signals of Example 1 Design 1.
(a) Simulated control input signal; (b) Real-time
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® 4.5.5 state x, signals of Example 1 Design 2. (a) Simulated

state x, signal; (b) Real-time state x, signal.
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© 4.5.6 Control input signals of Example 1 Design 2.
(a) simulated control input signal; (b) Real-time
control input signal. ’
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.5.12 Control input signals of Example 2 Design 2.

(a) simulated control input signal with noise input;

(b) Real-time control input signal.
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Figure 4.5.15 (a) Real-time control input signal of Example 2
Design 2; (b) Real-time control input signal of
Example 2 Design 2A.
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(a) Simulated control input u, signal with noise input;
(b) Real-time control input u, signal.
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CHAPTER V

CONCLUSION

5.1 piscussion of results

comparing the simulated results to the real-time
results indicates that the multirate sampled-data
controllers will perform well in the designs used for the
servo problem in Example 1 and the regulator problems in
Examples 2 and 3.

However, there are some problems discovered during
experiments which are due to limitations of the hardware
used in this thesis that degrade the capability of the

multirate sampled-data controller as follows:

1. Since the GP-6 analog computer restricts the maximum
voltage output of each amplifier to *10 volts reference, an
amplifier overload will occur when any control input signal
causes an amplifier output voltage to be greater than *10
volts. The controller will fail to control a plant even
though simulated results using the same design come out to
be satisfactory. After many experiments, it is observed
that if the first control input signal obtained from
Calculations (the control input signal 0 volt is sent at
start of a control process) is greater than *10 volts, it
Will cause an amplifier output to overload and will cause
the controller to fail to control a plant. Since the state

Variable feedback gain matrix F directly affects the H and
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M matrices in both designs, desired pole locations of the
closed loop system must be carefully selected in order not

to force the system to go to a steady state too fast.

2. The controllers perform well for specific plants. For a
stable plant, there is more flexibility to adjust the
feedback gain matrix F for the desired pole locations since
the obtained matrix F is not large enough to cause the
above problem if the closed-loop poles are not moven too
far. For an unstable plant, large gains are required to
move unstable poles to the left half plane (or within a
unit circle when transformed to discrete-time system) in
order to make the closed-loop system stable. This will
cause control input signals to be significantly large, and

make the amplifier output of GP-6 overload.

3. As mentioned in section 2.5, there are disturbances
while implementing the controller. First, an error occurs
in measurement of Y(kTo) due to a sampling time error.

A sampling time error is made by mis-counting the clock
Pulses or delays in execution commands even though the
counter in the Intel 8254 programmable interval timer used
in DAS-8 board is considered to be an accurate counter and
the control program compiled by the BASIC compiler is
Considered to be real-time software. Second, there is a
Quantization error associated with the conversion. For the
7905 board, an Analog Device Integrated Circuit ADC 574

Chip, which is a 12-bits successive approximation
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converter, is used. It allows the maximum percent error to
pe .0244% or 2.44 mV for 10 volts span [21]. This error is
interpreted as random noise introduced into the controller.

oObserve that the effect of disturbances to the system
performance is clearly seen in the results of Example 2 and
Example 3 by choices of the H matrix obtained from
calculations. It requires time-consuming effort to adjust
control parameters in both designs to obtain good system

performance.

5.2 Summary

In this thesis, a multirate output sampling mechanism
was modified to include multiplexed outputs and multiplexed
both inputs and outputs. Two designs to obtain the state
transition matrix and the input gain matrix of the
multirate sampled-data controller were presented based on
theorems in reference [1]. Control algorithms for the
multirate sampled-data controller were developed and
successfully implemented on an EVEREX 286 microcomputer, an
IBM PC/AT compatible, which has a 7905 multiplexed A/D and
D/A converter board as an interfacing unit and a DAS-8 data
acquisition board as a real-time clock generator. Finally,
three application examples were investigated and it was
Shown that the multirate sampled-data control law can be
made equivalent to the state variable feedback control law
from a single input single output system to a multiple

inputs ang outputs system.
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5.3 suggestions for future work

More application examples should be further
jnvestigated by using the multirate sampled-data control
jaw, especially the MIMO plants, when hardware which would
permit simultaneously updating of all control input signals
pecomes available. It is also possible to modify the
present hardware used in this thesis to allow the update of
control input signals simultaneously and use designs
presented in section 2.3 for the MIMO plant instead of the
design in section 2.4 which requires complicated
modifications of the discrete-time state-space dynamic

model.

To improve the system performance, the stochastic
disturbance modeling could be the subject of another study
for noise disturbances to the multirate sampled-data
controller together with choosing control parameters to

minimize disturbance effects presented in this thesis.
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APPENDIX A

rhe listing of a CC program for Example 1 Design 1.

state
pen

pl 'Analog plant
exp,pl,p2,.045 'Discrete-time model at T
unpack,p2,P3,P4:: 'p3=°ll p4=r1
analog
exp,pl,p5, .09 'Discrete-time model at T,
unpack,ps,pG,p7,p8,p9 'p6=%, p7=I', p8=C, p9=[0]
mult,PSrP3rP1° -
para,p8,pl0,pll,2 'pll = C  _
inv,pll,pl2 'pl2 = c-1
mult,p8,p4,pl3 —
paralp91p13lp1412 'pld = G
poleplace,p5,pl5 'pl5 = F matrix
mult,pl5,p6,plé _
mult,pl6,pl2,pl?7 '‘H = Fec-1
mult,pl7,pl4,pl8
mult,pl5,p7,p1l9 o
subtr,pl8,pl9,p20 'M = F$C 1G - FT
To simulate the result.
pack,p6,p7,pll,pl4,p55 'Plant model with Y (KkT,)
pen

p56 'p56 = [-H Nr]
pen

p57 'p57 = [1]
pen

p58 'p58 = [0 0 0]
pack,p20,p56,p57,p58,p60 'Controller model
para,p55,p60,p61,1

sel,p61,p62,o0utput,3,1,2
feedback,6,p62,p63,3
unpack,pé63,p64,p65,,

Pen
pep66 'p66 = C matrix of C.L. system
n
p67 'p67 = D matrix of C.L. system
Pack,p64,p65,p66,p67,p68
dsim 'Digital simulation
p68
1,1,3 ‘option 1, 1st i/p, Ref= 3v.
1 'zero initial condition
30,1 'maximum sample

p1°t:P68-y,a,a




The listing of a control program for Example 1 Design 1.

10 REM SHEMEEIEERINIRIENERI IR IR IR I I NN

20 REM  EXAMPLE I: DESIGN I updated 06/02/90
30 REM STATE-SPACE MODEL: . 0 1 0
40 REM = 0 -1 X ¢ 1 u

89 REM SHHARIREMMIREHIINHININHNHRHINHHN NN
90 REM

100 REM ==========- STEP 1:INITIALIZE DAS-B WITH MODE 0

110 WD = 0

120 BASADRY = &H300 'base address

130 FLAGX = 0

140 CALL DASB (MD1,BASADRY,FLAGY)

150 REM=====memmae= 8TEP 2:SET AND LOAD COUNTER 2,CONFI6. 3 =-=======c===ce=-
160 DIM DIOX(2)

170 MD2 = 10 'sode 10 set config.

180 DIOX(0) = 2 'select counter 2

190 DIOX(1) = 3 'set config,3 square wave generator
200 CALL DAS8 (MDX,DIDZ(0),FLAGL)

210 MD% = 11 'sode ¥ load timer counter 2

220 DIOX(1) = 378 'count nusber to generate 10 kHz clock
230 CALL DASB (MDX,DI0%(0),FLABY)

240 REM---========< STEP 3:SET UP COUNTER O AND CONFIB. O

250 MD% = 10 'sode 10 set config.

260 DIDX(0) = 0 'select counter 0

270 DIOX(1) = 0 'set config 0 pulse high on terminal count
280 CALL DASB (MDX,DIOX(0),FLABX)

290 REM--===-====== STEP 4:INITIALIZE CONTROL INPUT & 6P-6

300 KEY(1) ON:ON KEY(1) GOSUB 440 "to exit use Fi

310 X=0:Y=0 'initialize controller state

315 OUT 798,Y:0UT 799,X

320 OUT 784,2 "set aux ch ANP#2

322 0UT 785,8 'set ¢3 high --)> 6P-6 IC mode

323 WAIT 786,4,4 'wait for c2 is high IC mode

330 REM-======eemen STEP 5:SET PARAMETERS MODE 11 & 13

340 MDLY = 11 ; "sode 11 load tiser counter 0

343 MDX = 13: IPY = 01 FLAGL = 0 'sode 13 check digital i/p

360 DIOX(0) = 0:DIOL(1) = 450  ’output sampling period 45 msec
370 INPUT*ENTER REFERENCE VALUE(-10 TO +10 volts)*;RK
380 PRINT*INITLAL VALUE OF CONTROL = 0 volt®

390 REM--==-e=nnmee-n STEP 6:PERFORM CONTROL ROUTINE
400 OUT 785,0 'set 6P-6 OP mode
410 WAIT 78,4 'wait until op mode set

420 60SUB 1000
430 g0T0 420
440 END
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1000 REM-===========m=n SUBROUTINE MRC

1005 CALL DASB (WDLY,DIO0X(0),FLABL)

1010 OUT 798,Y *set low byte VDAC & start ADC
1020 OUT 797,X *set high byte VDAC

1030 WAIT 786,8 'wait until ECH

. 1040 60SUB 3000

1080 YK=(-22.569228RR)

1085 PRINT * Y1 = ";AA

1090 60SUB 2000

1095 CALL DAS8 (MDLX,DIOZ(0),FLABY)

1097 OUT 786,2 'set sux amp#2 & start adc
1098 WAIT 786,8 "wait until ECH
1100 60SUB 3000

1110 YK=(24.4B0578RR) + YK

1115 PRINT * Y2 = ";AA

1250 UK=(-b.904775E-028UK) =YK+ (1,911358RK)

1260 PRINT * UK = *;UK

1500 BB=(UK$2047)/10 ¢ros binary data word
1510 IF BB ¢ O THEN BB=4095+¢BB ’'form‘2’s coaplesent word
1520 BC=INT(BB/16) "seperate h.byte

1530 BD=BB-(BC816) 'seperate 1.byte

1540 BD=BD816 'shift left 4 bits

1550 X=BC:Y=BD 'prepare to send DAC

1560 IF Y > 255 THEN Y=255

2000 REM---============ SUBROUTINE CHECK-TIMING

2020 CALL DASE (MDX,IPX,FLABI)

2030 IF IPX = 7 THEN PRINT "SETTING TINE TOO SHORT®:END
2040 CALL DASB (MDX,IPX,FLAGY)

2050 IF IPX <> 7 THEN GOTO 2040

2060 RETURN

3000 REN -=====m===m=mn SUBROUTINE SCALE-DATA

3010 QA=INP(787) 814 'get data h.byte & scale

3020 @B=INP(786) /16 'get data l.byte & scale

3030 AA=QA+INT(GB) 'drop sense bits & combine HiL
3040 IF AA > 2047 THEN AA=AA-4095 ’scale negative data

3050 AR=(AA/2047)810 'scale to 10 v.ref

3060 RETURN
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APPENDIX B

rhe listing of a CC program for Example 1 Design 2.

state
pen .
pl Apalog plapt
exp,pl,p2,.03 'Discrete-time model at T
unP§°klper3:P4:: 'p3=%;, p4=T,

analog

exp,pl,p5,.06 'Discrete-time model at 2T
unpiC]g(,pSIPGIp?rr 'p6=§21 p7=r2

analo

exp,pl,p8,.09 'Discrete-time model at T,
unpacki§8,§9,€go,pll,p12 'p9=¢, plo=I', pll=C, pl2=[0]
mult,pll,p3,p
mult,pll,p6,pl4d

para,pll,pl3,pl5,2 _
para,pl5,pl4,pl6,2 'plé = C

mult,pll,p4,pl7

mult,pll,p7,pl8

para,pll,pl7,pl9,2 _
para,pl9,pl8,p20,2 'p20 = G _ _
para,pl6,p20,p21,3 'p21 = [C G] _ _
inv,p21,p22 'p22 = [e c)~1
poleplace,p8,p23 'p23 = F matrix
mult,p23,p9,p24
mult,p23,pl0,p25

pen

P26 'Select desired M
add,p25,p26,p27

para,p24,p27,p28,3 L
mult,p28,p22,p29 'H = [F§ Fr+Mj[C G~ 1
To simulate the result.

pack,p9,p10,pl6,p20,p55 'Plant model with Y (kT,)
pen

’ P56 'p56 = [-H Nr]

en

ko’ Latiall b

p58 'p58 = [0 0O O 0]

Pack,p26,p56,p57,p58,p60  'Controller model
Sel,p61,p62,output,4,1,2,3

feedback, 6,p62,p63, 4

aopack, p63,p64, P65, |

p66 ' = i
pen p66 C matrix of C.L. system
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p67 'p67 = D matrix of C.L. system
pack,p64,P65,pP66,p67,p68
dsim

p68 'same option as design 1

plot,pss-y'a,a




The listing of a control program for Example 1 Design 2.

10 REN SHEEREERRSHERINERERRR IR EHEREHEHHERE I RE N E N I e

20 REN  EXAMPLE I: DESIGN II- updated 06/02/90
30 REM STATE VARIABLE MODEL: . 0 1 0

40 REM =0 -1 X + | u

89 REN SS4RMAERREMEEREM IR M I I
90 REM

100 REM -========== STEP 1:INITIALIZE DAS-8 WITH MODE 0

110 MD% = 0

120 BASADRX = &H300 'base address

130 FLABX = 0

140 CALL DAS8 (MDX,BASADRY,FLAGX)

150 REMs====s=sosss STEP 2:SET UP COUNTER 2 AND CONFIG6. 3

160 DIN DIOX(2)

170 MDY = 10 'sode 10 set config.

180 DIDZ(0) = 2 'select counter 2

190 DIDX(1) = 3 'set config.3 square wave generator
200 CALL DASB (MDX,DIOZ(0),FLAGX)

210 NDZ = 11 'sode 11 load timer counter 2

220 DIOX(1) = 378 'count number to generate 10 kHz clock
230 CALL DASB (MDX,DI0%(0),FLAGL)

240 REM-----======- STEP 3:SET UP COUNTER O AND CONFI6. 0

250 D% = 10 'sode 10 set config.

260 DIOX(0) = 0 'select counter 0

270 DIOX(1) = 0 'set config 0 pulse high on tersinal count
280 CALL DASB (MDX,DIOZ(0),FLAGL)

290 REM--=-======== STEP 4: INITIALIZE CONTROL INPUT &6P-6--

300 KEY(1) ON:ON KEY(1) 60SUB 440 "to exit progras, use Fi

310 X=0:Y=0: X1K=0:X2K=0 initialize controller state

315 OUT 798,Y:0UT 799,X

320 OUT 784,2 'set mux ch AMPE2

322 OUT 785,8 'set ¢3 high --)> 6P-6 IC sode
323 WAIT 786,4,4 'wait for c2 is high IC sode
330 REN--=======m=- STEP S:SET PARAMETERS MODE 11 & 13

340 MDLY = 11 : 'sode 11 load timer counter 0

343 MDX = 135 IPT = 0: FLAGL = 0 sode 13 check digital i/p

360 DIOX(0) = 0:DIOX(1) = 300 'output saapling period = 30 msec

370 INPUT®ENTER REFERENCE VALUE(-10 TO +10 volts)®;RK
380 PRINT*INITLAL VALUE OF CONTROL = 0 volt®

390 REN--====eeeeen STEP 6: PERFORM CONTROL ROUTINE
400 OUT 785,0 "set 6P-6 OP mode
410 WAIT 786,4 'wait until op sode set

420 60SUB 1000
430 6070 420
440 END
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1000 REM SUBROUTINE MRC

1005 CALL DAS8 (MDLX,DIDX(0),FLAGY)

1010 OUT 798,Y *set low byte VDAC & start ADC
1020 OUT 797,X *set high byte VDAC

1030 WAIT 786,8 'wait until ECH

1040 60SUB 3000

1080 YK=(-16.986228AR)

1085 PRINT * Y1 = ";AA

1090 60SUB 2000

1095 CALL DASB (MDL%,DIOX(0),FLABL)

1097 OUT 786,2 set aux amp¥2 & start adc
1098 WAIT 786,8 *wait until ECH
1100 60SUB 3000

1110 YK=(,B1245168AA) + YK

1115 PRINT * Y2 = *;AA

1120 60SUB 2000

1130 CALL DASB (MDLX,DIOL(0),FLAGY)

1140 OUT 786,2 'set sux asp#2 and start adc
1150 WAIT 786,8 'wait until ECH
1160 60SUB 3000 'get sampled-data

1170 YK=(18.085128RR) + YK
1180 PRINT * Y3 = ";AA
1250 UK=(-6.1192B9E-028UK) -YK+(1,911358RK)

1260 PRINT * UK = *;UK

1500 BB=(UK$2047)/10 "from binary data word
1510 IF BB ¢ 0 THEN BB=4095+¢BB  ’form 2’s cosplesent word
1520 BC=INT(BB/16) 'seperate h.byte

1530 BD=BB-(BC#16) 'seperate 1.byte

1540 BD=BD816 'shift left 4 bits

1550 X=BC:Y=BD 'prepare to send DAC

1560 IF Y > 255 THEN Y=255

2000 REN--=-=========c== SUBROUTINE CHECK-TIMING

2020 CALL DASB (MDX,IPY,FLABY)

2030 IF IPX = 7 THEN PRINT *SETTING TIME TOD SHORT":END
2040 CALL DASB (MDZ,IPX,FLAGY)

2050 IF IPX <> 7 THEN 60TO 2040

2060 RETURN

3000 REN-=====memesaana-m SUBROUTINE SCALE-DATA

3010 QA=INP(787)816 'get data h.byte & scale

3020 QB=INP(786)/16 'get data l.byte & scale

3030 AA=QA+INT(@B) 'drop sense bits & combine HiL
3040 IF AA > 2047 THEN AA=AA-4095 ’scale negative data

3050 AA=(AA/2047)810 'scale to 10 v.ref

3060 RETURN
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APPENDIX C

The listing of a CC program for Example 2 Design 1.

state
pen

pl 'Analog plant model
exp,pl,p2,.075 'Discrete-time model at T
UDPTCk1p21p3Ip4II 'p3 = ¢, P4 =T
analog
exp,pl,p5,.150 'Discrete-time model at 2T
unpiC;,P5:P5:P7., 'p6 = °21 p7 = rz
analo
exp,pl,p8,.225 'Discrete-time model at 3T
unpack, p8,p9,p10,, 'p9 = Q3r pl0 = T3
analog
exp,pl,pll,.3 'Discrete-time model at T,
unpack,pll,pl2,pl3 'pl2 = ¢, p13 =T
pen

pl4 'pl4 = C,
pen

pl5 'pl5 = Cy
pen

plé 'plé = [0]
mult,pl4,p3,pl7
mult,pl5,p6,pl8
mult,pl5,p9,p19
para,pl4,pl7,p20,2
para,p20,pl8,p21,2 _
para,p2l1,pl9,p22,2 'p22 = C
mult,pl4,p4,p23
mult,pl5,p7,p24
mult,pl5,pl0,p25
para,pl6,p23,p26,2
para,p26,p24,p27,2 _
para,p27,p25,p28,2 'p28 = G _
inv,p22,p29 'p29 = ¢t
poleplace,pll,p30 'P30 = F
mult,p30,pl2,p31 _
mult,p31,p29,p32 'p32 = FeC 1 = H
mult,p32,p28,p33
mult,p30,p13,p34 o
subtr,p33,p34,p35 'p35 = F8C 1G - FI' = M
To simulate the result.
Pen

P55 'Discrete plant model includes

noise input
Pen




pé60
para,pSS,pGO,p61,1

120

'controller model

sel,p61,p62,input,1,3,4,5,6,2 'Prepare inputs to be

sel,p62,p63,output,5,1,2,3,4

feedback, 6,p63,p64,6
unpack,p64,p65,p66, ,
pen

p67
pen

pé68
pack,p65,p66,p67,p68,p69
dsim

pé69

4,1,0,0

2,p100
30,1
plot,p69.y,a,a

feedback
'Prepare outputs to be
feedback

'p67 = C matrix of C.L. system

'p68 = D matrix of C.L. system

'Guassian noise i/p with zero
mean, standard deviation o and
random seed

'Set intial condition

'Set simulation time



The listing of a control program for Example 2 Design 1.

10 REM SHEMEEHEHHEHHHIHBHRHIRRRRRRRII NN
20 REM  EXAMPLE II: DESIGN I. FRAME PERIOD=,3 , updated 06/04/90

30 REM STATE-SPACE MODEL: . L0000 0 O 1

40 RENM = 2-1 0 0 X ¢+ 2 U
50 REM -1 0 -3 0 -1

60 REM 1 0 0 -2 1

635 REN

70 REM Y=0 1 1 0 X

75 REM 0 0 0 1

89 REM SHERRRAIMEMMBIHHHNHHHHIEINHBHHBEBHBBBRNHNNN
90 “REM

100 REM =------=-=-< STEP 1:INITIALIZE DAS-8 WITH MODE 0

110 MD% = 0

120 BASADRY = &H300 "base address

130 FLAGY = 0

140 CALL DASB (MDX,BASADRX,FLAGL)

150 REM--=--======-- STEP 2:SET UP COUNTER 2 AND CONFI6. 3

160 DIN DI0X(2) .

170 MDX = 10 'aode 10 set config.

180 DIOX(0) = 2 *select counter 2

190 DIOX(1) =3 'set config.3 square wave generator
200 CALL DASB (MDX,DIOX(0),FLAGY)

210 WD% = 11 'sode 11 load timer counter 2

220 DIOX(1) = 378 'count number to generate 10 kHz clock
230 CALL DAS8 (MDL,DIOX(0),FLABX)

240 REN------===-=-- STEP 3:SET UP COUNTER O AND CONFIG6. O

250 MDX = 10 'sode 10 set config.

260 DIDYX(0) = 0 'select counter 0

270 DIOX(1) = 0 'set config 0 pulse high on tersinal count
280 CALL DASB (MD1,DIOZ(0),FLAGL)

290 REM-----=====-- STEP 4: INITIALIZE CONTROL INPUT & GP-b

300 KEY(1) ON:ON KEY(1) GOSUB 440 ' to exit progras, use Fl

310 X=0:Y=0 initialize controller state

315 0UT 798,Y:0UT 799,X

320 OUT 784,8 'set sux ch A4

322 0UT 785,8 'set c3 high --> B6P-6 IC sode

323 WAIT 786,4,4 'wait for c2 is high IC msode

330 REN-=====eeena- STEP S:SET PARAMETERS MODE 11 & 13

340 WDLY = 11 "sode 11 load timer counter 0
345 MDX = 13: 1IPL = 0: FLABY = 0 sode 13 check digital i/p

360 DIOL(0) = 0:DIOL(1) = 750 *subinterval period = 75 msec
370 INPUT*PRESS [ENTER] TO START-----======e=-- >iR1

380 PRINT*INITLAL VALUE OF CONTROL = 0 volt®

390 REM--=-=secuneus STEP 6:PERFORM CONTROL ROUTINE

400 OUT 785,0 'set 6P-6 OP mode

410 WAIT 78,4 'wait until op sode set

420 60SUB 1000
430 6070 420
440 END
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1000 REM--=========u= SUBROUTINE MRC

1005 CALL DASB (MDLX,DIDX(0),FLAGZ)

1010 OUT 798,Y set low byte VDAC & start ADC
1020 OUT 797,X 'set high byte VDAC

1030 WAIT 786,8 'wait until ECH

. 1040 60SUB 3000

1080 YK=(1.30434E-068AR)

1085 PRINT "Y1=";AA

1090 BOSUB 2000

1095 CALL DASB (MDLX,DIDX(0),FLABY)

1097 OUT 786,8 "set sux A4 & start adc
1098 WAIT 786,8 : 'wait until ECH

1100 605UB 3000

1110 YK=(-1.6326B9E-068AR) +YK

1115 PRINT *Y2=";AA

1117 OUT 784,10 'set sux ch AS for next sampling
1120 60SUB 2000

1130 CALL DASB (MDLX,DIDZ(0),FLABY)

1140 OUT 786,10 "set sux AS and start adc
1150 WAIT 786,8 'wait until ECH
1160 60SUB 3000 'get saspled-data °

1170 YK=(-5,7501998AR) +YK

1171 PRINT "Y3=";AA

1175 60SUB 2000

1180 CALL DASB(MDLX,DI0X(0),FLAGX)

1185 OUT 786,10 'set sux AS and start adc
1190 WAIT 786,8

1192 60SUB 3000

1195 YK=(6.6B07788AA) +YK

1196 PRINT "Y4=";AA

1250 UK= (.41338368UK)-YK

1300 PRINT * UK="3 UK

1500 BB=(UK$2047)/10 fros binary data word

1510 IF BB < 0 THEN BB=4095¢BB ’foram 2’s cosplesent word

1520 BC=INT(BB/16) 'seperate h,byte

1530 BD=BB-(BC#14) 'seperate 1.byte

1540 BD=BD$16 'shift left 4 bits

1350 X=BC:Y=BD ' 'prepare to send DAC

1360 IF Y ) 255 THEN Y=255

1570 OUT 784,8 'set sux ch A4 prepare for next loop
2000 REN--=====v====- SUBROUTINE CHECK-TIMING

2020 CALL DASB (MDX,IPX,FLAGY)

2030 IF IPT = 7 THEN PRINT °SETTING TIME TOO SHORT®:END
2040 CALL DASB (MDX,IPY,FLABY)

2050 IF IPX <) 7 THEN GOTO 2040

2060 RETURN

3000 REN =--===enmeem SUBROUTINE SCALE-DATA

3010 QA=INP(787)816 'get data h.byte & scale

3020 @B=INP(786) /16 'get data l.byte & scale

3030 AA=QA+INT (BB) 'drop sense bits & combine HiL
3040 IF AA ) 2047 THEN AA=AA-4095 ’scale negative data

3050 AA=(AA/2047)810 "scale to 10 v.ref

3060 RETURN
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APPENDIX D

The listing of a CC program for Example 2 Design

state
pen

pl
exp,p1,P2:~06
unpaCk:P2:P3:P4,,
analog
exp,pl,ps,.lz
unpaCk,PS:P6,P7,,
analog
exp,pl,p8,.18
unpaCklpelpglploll
analog
exp,pl,pll, .24
unpack,pll,pl2,pl3,,
analog
exp,pl,pl4, .30
unpack,pl4,pl5,pls6,,
pen

pl7
pen

pls8
pen

p19
mult,pl7,p3,p20
mult,pl7,p6,p21
mult,pl8,p9,p22
mult,pl8,pl2,p23
para,pl7,p20,p24,2
para,p24,p21,p25,2
para,p25,p22,p26,2
para,p26,p23,p27,2
mult,pl7,p4,p28
mult,pl7,p7,p29
mult,pl8,pl0,p30
mult,pl8,pl3,p31
para,pl9,p28,p32,2
para,p32,p29,p33,2
para,p33,p30,p34,2
para,p34,p31,p35,2
para,p27,p35,p36,3
inv,p36,p37
Poleplace,pl4,p38
mult,p38,pl5,p39
mult,p38,pl6,pa0
Pen

P41
add, p40,p41,p42

2.
'Analog plant model
'Discrete-time model at
'p3 = Ql, P4 = Fl
'Discrete-time model at
'Discrete-time model at
'p9 = &3, plo = I'j
'Discrete-time model at
'pl2 = &4, P13 =Ty
'Discrete-time model at
'pl5 = &, pl6 =T
'pl7 = C;
'pl8 = C,
'pl9 = [0]
'p27 = C
'p35 = G _  _
'p36 = [C 6] _ _ _,
'p37 = [C G]
'p38 = F
'p4l = desired M matrix

2T

3T

4T

To
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para,p39,p42,p43,3 o s
mult,p43,p37,p44 'p44 = [F$® Fr+M][C G]

To simulate the result.

en
P p55 'Discrete plant model includes
noise input
pen
p60 'Controller model
para,p55,p60,p61,1

sel,p61,p62,input,1,3,4,5,6,7,2
sel,p62,p63,output,6,1,2,3,4,5

feedback, 6,p63,p64,6
unpack,pé64,p65,p66, ,
pen
p67 'p67 = C matrix of C.L. system
en
4 p68 'p68 = D matrix of C.L. system
pack,p65,p66,p67,p68,p69
dsim 'Digital simulation
p6°
4,1,0,0 'Guassian noise i/p with zero
mean, standard deviation o and
random seed
2,pl00 'Set intial condition
30,1 'Set simulation time

plot,p69.y,a,a




The listing of a control program for Example 2 Design 2.

10 REM SEHARRRREEINERAEREEENE I D NN N
20 REM  EXAMPLE II: DESIGN II° frame period=.3 updated 06/04/90

30 REM STATE-SPACE MODEL: . 000 0 0 O 1

40 REM =2 -1 0 0 X + 2 U
50 REM s -1 0 -3 0 -1

60 REM 1 0 0 -2 1

65 REN

70 REM Y= 0 1 1 0 X

75 REM 0 0 o0 1

89 REM SEEAERRRAREHIMINIRAE IR R HE IR I R A R
90 REM

100 REM --==--=---- STEP 1:INITIALIZE DAS-B WITH MODE 0

110 MD% = 0

120 BASADRX = &H300 "base address

130 FLABY = 0

140 CALL DASB (MD1,BASADRYL,FLAGY)

150 REM---=======c= STEP 2:SET UP COUNTER 2 AND CONFIE. §

160 DIM DIOZ(2)

170 MDX = 10 'sode 10 set config.

180 DIOX(0) = 2 *select counter 2

190 DIOX(1) = 3 'set config.3 square wave generator
200 CALL DASB (MD,DIODX(0),FLAGL)

210 WD% = 11 'sode 11 load timer counter 2

220 DIOX(1) = 378 "counter nuaber to generate 10 kHz clock
230 CALL DASB (MDZ,DIODX(0),FLAGZ)

240 REM---=======-- STEP 3:SET UP COUNTER O AND CONF16. 0-<

250 MD% = 10 'sode 10 set config.

260 DIOX(0) = 0 'select counter 0

270 DIOX(1) = 0 'set config 0 pulse high on tersinal count
280 CALL DASB (MDX,DI0X(0),FLABY)

290 REM--==o===vee- STEP 4: INITIALIZE CONTROL INPUT & 6P-6

300 KEY(1) ON:ON KEY(1) GOSUB 440 ’ to exit progras, use Fi

310 X=0:Y=0 'initialize controller state

315 0UT 798, Y:0UT 799,X

322 OUT 785,8 'set 3 high --) 6P-6 IC mode

323 WAIT 786,4,4 'wait for c2 is high IC mode

330 REN---===mmmee= STEP S5:SET PARAMETERS MODE 11 & 13

340 MDLY = 11 "sode 11 load timser counter 0

345 MDY = 13: IP1 = 0: FLAGL = 0 'sode 13 check digital i/p
360 DIDX(0) = 0:DIOX(1) = 600  'subinterval period = 60 msec
370 INPUT*PRESS [ENTER) TD START=-=====ceeee=e- iRt

375 PRINT*FRANE PERIOD = .3 SEC*

380 PRINT®INITLAL VALUE OF CONTROL = 0 volt®

390 REM-=====-=eunn STEP &:PERFORM CONTROL ROUTINE

400 OUT 785,0 'set 6P-6 OP mode

410 WAIT 786,4 'wait until op mode set
415 0UT 784,8 "set sux ch A4

420 60SUB 1000
430 6010 420
440 END

125
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1000 REN--------=--- SUBROUTINE MRC

1005 CALL DASB (MDLX,DI0X(0),FLAGY)

1010 OUT 798,Y *set low byte VDAC & start ADC
1020 OUT 797,X *set high byte VDAC

1030 WAIT 786,8 *wait until ECH

1040 60SUB 3000

1080 YK=(,30653418AR) _

1085 PRINT °Y11=";AA

1090 60SUB 2000

1095 CALL DASB (MDLX,DIODZ(0),FLABL)

1097 OUT 786,8 'set sux A4 & start adc
1098 WAIT 786,8 'wait until ECH

1100 60SUB 3000

1110 YK=(-,69247528RR) +YK

1115 PRINT "Y12=";AA

1120 60SUB 2000

1122 CALL DAS8 (MDLX,DI0%(0),FLABY)

1123 0UT 786,8 set aux A4 and start adc
1124 WAIT 786,8 'wait until ECH .
1125 60SUB 3000

1126 yK=(,38967918AR) +YK

1127 PRINT "Y13=";AA

1128 OUT 784,10 'prepare sux ch AS

1129 60SUB 2000

1130 CALL DAS8 (MDLI,DIDX(0),FLAGL)

1140 OUT 786,10 *set sux AS and start adc
1150 WAIT 7864,8 *wait until ECH
1160 60SUB 3000 'get sampled-data

1170 YK=(-7.2009398AA) +YK

1171 PRINT "Y21=";AA

1175 60SUB 2000

1180 CALL DASB(MDLX,DI0X(0),FLABY)

1185 OUT 786,10 set sux AS and start adc
1190 WAIT 786,8

1192 60SUB 3000

1195 YK=(8.1190368AR) +YK

1196 PRINT "Y22=";AA

1250 UK= (. 4248UK) =YK

1300 PRINT * UK= *;UK

1500 BB=(UK$2047)/10 "$rom binary data word

1310 IF BB < 0 THEN BB=4095+BB  'form 2’s compleaent word

1520 BC=INT(BB/16) 'seperate h.byte

1330 BD=BB-(BC814) 'seperate 1.byte

1340 BD=BD816 'shift left 4 bits

1350 X=BC:Y=BD 'prepare to send DAC

1360 IF Y > 255 THEN Y=255

1370 OUT 784,8 'prepare sux ch A4 for next loop
2000 REM------=====- SUBROUTINE CHECK-TIMING

2020 CALL DASB (MDX,IP%,FLAGI)

2030 IF IPT = 7 THEN PRINT "SETTING TINE TOO SHORT":END
2040 CALL DASB (MDX, IPX,FLABY)

2050 IF IPL <> 7 THEN GOTO 2040

2060 RETURN



3000 REM -----====-- SUBROUTINE SCALE-DATA
3010 QA=INP(787)816 'get data h.byte & scale
3020 @B=INP(7Bb)/16 'get data l.byte & scale
3030 AA=QA+INT(QB) 'drop sense bits & combine HiL
3040 IF AR > 2047 THEN AA=AA-4095 ’scale negative data

. 3050 AA=(AA/2047)810 "scale to 10 v.ref

3060 RETURN
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APPENDIX E

The listing of a CC program for Example 3 Design

pisk 1
state
pen

pl
exp,pl,p2,.025
unpack,p2,p3,p4,,
analog
exp,pl,p5,.050
unPaCkrP5:P5rP7r,
analog
exp,pl,p8,.075
unpaCklpalpglploll
analog
exp,pl,pll, .100
unpack,pll,pl2,pl3,,
analog
exp,pl,pl4,.125
unpack,pl4,pl5,pls6,,
pen

pl7
pen

pl8
pen

p19
mult,pl7,p3,p20
mult,pl7,p6,p21
mult,pl8,p9,p22
mult,pl8,pl2,p23
mult,pl8,pl5,p24
para,pl7,p20,p25,2
para,p25,p21,p26,2
para,p26,p22,p27,2
para,p27,p23,p28,2
para,p28,p24,p29,2
mult,pl7,p4,p30
mult,pl7,p7,p31
mult,pl8,pl0,p32
mult,pl8,pl3,p33
mult,pl8,pl6,p34
pPara,pl19,p30,p35,2
pPara,p35,p31,p36,2
para,p36,p32,p37,2
Para,p37,p33,p38,2
para,p38,p34,p39,2
Para,p29,p39,p40,3
inv,p40,p41l
eXp,pl,p42,.15
unpack,p42,p43,p44,,

'Analog model
'Discrete-time model

'p3 = QT, p4 = FT

'Discrete-time model
'p6 = QZT, p7 = FZT

'Discrete-time model
'p9 = @3T, plo0 = P3T

'Discrete-time model

128

at T

at 2T

at 3T

at 4T

'Discrete-time model

at 5T

'pl5 = QST’ plé = FST

'p18 = C,

'pl19 = [0 0]

'p29 = C

'p39 = G _  _
'pa0 = [C G] _
'p4l = [C

'Discrete-time model

¢!
at 6T



analog
digital To=.2
pen

p45
pen

p46
pen

p47
pen

p48
mult,p46,p43,p49
mult,P45,P44:P50
mult,p47,p48,p51
add,p50,p51,p52
pen

p53
add,p52,p53,p54
para,p49,p54,p55,3
mult,p55,p41,p56

To simulate the result.

pen
p70

mult,p3,p70,p71
para,p6,p71,p72,3

mult,p29,p72,p73
pen
p74

para,p74,p70,p75,3
mult,p29,p75,p76

add,p76,p39,p77
unpack,p45,p78,p79,,
pack,p78,p79,p73,p77,p80

Pchange

p8o0
pen

p84
para,p80,p84,p85,1
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'Augmented dicrete-time model
'F matrix

'G matrix

'8 matrix

'F¢6T

'Flgp

'Gﬁ

'"FT gp+GB

'Desired M matrix

'H=[F&gp Flgpt+GB+M][C

'p70=a(T)by=the second column
of I'p matrix

'p73 = C[&,p &pa(T)b,]

'p74=a(2T)by=the first column
'p75 = [a(2T)b, a(T)bsy]
'Cla(2T)b;  a(T)by]
'Cla(2T)b; a(T)by] + G

'Augmented discrete-time with
multirate o/p sampling model

'Augmented model with noise i/p

'Controller model

sel,p85,p86,input,1,2,4,5,6,7,8,9,3
sel,p86,p87,0utput,7,8,1,2,3,4,5,6

feedback, 6,p87,p88, 8
unpack,p88,p8s,,,
Sel,p85,p89,input, 1,2
Unpack, p89,,p89,,

pen



po0
pen
p91l

pack,p88,p89,p90,p91,p92

dsim
po2
4,1,0,0
2,pl00
30,1
plot,p92.y,a,a
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'po0 C matrix of C.L. system
'p91 = D matrix of C.L. system

'Digital simulation

Disk 2 To build the augmented discrete-time plant.

pen

pl
exp,pl,p2,.2
unpaCkl p2 Ip3 rr
pen

p4

pen
pP5

analog
exp,pl,p6,.175
unpaCklp61p7 rr
pen

p8

pen
P9
pen
plo
pen
pll
mult,p7,p5,pl2

para,p3,p9,pl3,2
para,pl2,pl0,pl4,2
para,pl3,pl4,pl5,3
para,p4,p8,p16,3
para,pl6,pll,pl7,2
pack,p15,p17,,,pl8

'Analog plant model
'Discrete-time model at T,=8T
'p3 = exp(AS8T)

'p4=a(8T)bl =the first column
of ' matrix

'p5=a(T)b, = the second column
of I'p matrix

'Discrete-time model at 7T

'p7 = exp(7T)

'p8=a(7T)b, = the second column
of I';p matrix

'p9=[0 0 O 0]

'pl0 = [0]

'pll = [0 1]

'pl5 = °Aug
'P1l7 = Tpnu _ )
'pl8 = aug%ented discrete-time

state model

Note that "plpd" and "pd" commands for printing all results

are not included in programs.



The listing of a control program for Example 3 Design 2.

10 REN SREMERERMERIRI I EEHEREEEEREREE IR E N Y
20 REN  EXAMPLE III: DESIGN II  frase period=.2 updated 06/04/90

30 REM STATE-SPACE MODEL: « 0 1 0 0 0 0
40 REM = 3 21+« 1 0 U

50 REM 0 1 0

60 REM 0 0 1

65 REM

70 REM Y= 1 0 0 0 X

75 REM 0 0 1 0

89 REM $3HBIIHHHMIHIHNIININNENHINRHHTNTHERHR NN
90 REM

0
0

100 REM ---======e- STEP 1:INITIALIZE DAS-8 WITH MODE 0

110 MDX = 0

120 BASADRL = LH300 'base address

130 FLAGY = 0

140 CALL DASB (MDX,BASADRY,FLABX)

150 REM-======-==== STEP 2:SET UP COUNTER 2 AND CONFIG. 3

160 DIM DIOX(2)

170 WD = 10 'sode 10 set config.

180 DIOX(0) = 2 'select counter 2

190 DIDX(1) = 3 'set config.3 square wave generator
200 CALL DAS8 (MDI,DIDX(0),FLAGX)

210 MDL = 11 'sode 11 load timer counter 2

220 DIDX(1) = 378 "count nuaber to generate 10 kHz clock
230 CALL DAS8 (MDX,DIDX(0),FLABX)

240 REM---=--======< STEP 3:SET UP COUNTER O AND CONFI6. 0

250 MD% = 10 'sode 10 set config.

260 DIOX(0) = 0 'select counter 0

270 pIOZ(1) = 0 'set config 0 pulse high on terminal count
280 CALL DASB (MDX,DI0X(0),FLABX) '

290 REM----=======- STEP 4: INITIALIZE CONTROL INPUT & 6P-6

300 KEY(1) ON:ON KEY(1) 6OSUB 440 * to exit prograa, use Fi

310 X=0:Y=0:U1=0:U2=0: YU2=0

315 OUT 788,Y:0UT 7B9,X Yinitialize U1

320 OUT 792,Y:0UT 793,X *initialize U2

322 OUT 785,8 'set c3 high --> 6P-6 IC sode
323 NAIT 786,4,4 'wait for c2 is high IC msode
330 REN---===-==---= STEP S5:SET PARAMETERS MODE 11 & 13

340 MDLY = 1} 'sode 11 load tiser counter 0

345 MDX = 13: IPY = 0: FLABY = 0 'sode 13 check digital i/p

360 DIO%(0) = 0:DIDX(1) = 250 *subinterval period = 25 msec
370 INPUT*PRESS [ENTER] KEY TO START-=--=--- >R

380 PRINT*INITLAL VALUE OF CONTROL = 0 volt*

390 REM---=======-- STEP 6:PERFORM CONTROL ROUTINE

400 OUT 785,0 'set 6P-6 OP mode

410 WAIT 786,4 'wait until op sode set

420 BOSUB 1000
430 60TO 420
440 END
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1000 pex SUBROUTINE MRC
1005 CALL DAS8 (MDL%,DI0X(0),FLAGL)
1010 OUT 788,Y set low byte LDAC
1020 OUT 789, X "set high byte LDAC
1022 PRINT * ur = Ut
1025 U2 = (,23648818U1)+(-.13039058U2) -YK2 *prepare control i/p U2
1026 UK=U2

1027 60SUB 1500
1040 CALL DASB (MDLX,DIO%(0),FLAGY)

1050 OUT 792,Y "set low byte RDAC

1060 OUT 793,X 'set high byte RDAC

1065 PRINT * u2 = ";U2

1070 OUT 784,2 *prepare for sux channel Asp#2

1080 60SUB 2000

1090 CALL DAS8 (MDLX,DIDX(0),FLAGX)

1100 0UT 786,2 'set sux Aap#2 & start ADC
1110 WAIT 786,8 "wait ECH

1120 60SUB 3000

1130 YKI = (-39,751768RR)

1135 YK2 = (39.647458AR)

1137 PRINT * Yi = ";AA

1140 60SUB 2000

1150 CALL DAS8 (MDLX,DIDX(0),FLABL)

1160 OUT 786,2 'set aux Amp#2 & start ADC
1170 WAIT 786,8 "wait ECH

1180 6OSUB 3000

1190 YKI = (,66437958AR) +YK1 .
1195 YK2 = (-,B016148AR) +YK2

1197 PRINT * Y2 = ";AR

1200 60SUB 2000

1210 CALL DAS8 (MDLX,DI0X(0),FLAGY)

1220 QUT 786,2 set aux Amp#2 & start ADC
1230 WAIT 786,8 'wait ECH

1240 60SUB 3000

1250 YK1 = (43, 36638AA) +YK1

1255 YK2 = (-39.435043AR) +YK2

1260 OUT 784,6 'prepare for channel Asp#4
1265 PRINT * Y3 = ";AA

1270 60SUB 2000

1280 CALL DAS8 (MDLX,DIOZ(0),FLABL)

1290 OUT 786,6 "set sux Amp#4 & start ADC
1300 WAIT 786,8 *wait ECH

1310 60SUB 3000

1320 YKI = (-39.550618AR) +YK1

1325 YK2 = (-40,4B81B21AA) +YK2

1327 PRINT * Y4 = ";AA

1330 60SUB 2000

1340 CALL DASB (MDLX,DIOX(0),FLABL)

1350 OUT 786,6 "set aux Aspd4 & start ADC
1360 WAIT 786,8 *wait ECH

1370 60SUB 3000

1380 YK1 = (,58860378AR) +YK1

1385 YK2 = (,515321B8AR) +YK2
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1387 PRINT * Y5 = ";AA
1390 60SUB 2000
1400 CALL DAS8 (MDLY,D10%(0),FLAGL)

1410 OUT 786,65 'set aux Asp#4 L start ADC
1420 WAIT 78,8 'wait ECH

1430 60SUB 3000 ’

1435 PRINT * Yb = ";AA

1440 YK1 = (3B.312948AR) +YK1
1445 YK2 = (43.211828AR) +YK2
1450 U1=(-,2298718U1)+(-6.85320BE-028U2)-YKI  ’prepare control i/p Ul

1460 UK=U1

1500 REM---========--- Prepare data to send

1505 BB=(UK82047)/10 "$rom binary data word
1510 IF BB ¢ O THEN BB=4095+¢BB  'form 2’s cospleaent word
1520 BC=INT(BB/16) "seperate h.byte

1530 BD=BB- (BC#16) 'seperate 1.byte

1540 BD=BD$16 'shift left 4 bits

1550 X=BC:Y=BD 'prepare to send DAC

1560 IF Y > 255 THEN Y=255

2000 REM SUBROUTINE CHECK-TIMING

2020 CALL DASE (MDX,IP%,FLAGY)

2030 IF IPX = 7 THEN PRINT "SETTING TINE TOD SHORT":END
2040 CALL DASB (MDX,IP%,FLAGZ)

2050 IF IPX <> 7 THEN 6OTO 2040

2060 RETURN

3000 REM SUBROUTINE SCALE-DATA

3010 QA=INP(787)816 'get data h.byte & scale

3020 QB=INP(786) /16 'get data l.byte & scale

3030 AA=QA+INT(QB) "drop sense bits & cosbine HiL
3040 IF AA > 2047 THEN AR=AA-4095 ’scale negative data

3050 AA=(AA/2047)810 "scale to 10 v.ref

3060 RETURN
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APPENDIX F

Find state variable feedback gain matrix using Weighted
Least-Squares Approximation [25].

consider the discrete-time state model of the plant:

X (KTo+Tg) = &x(kTg) + Tu(kTg) (1)
where
217 %12 %313 %314 '1p Ti2
d = §21 sz 923 Q24 ' and I = F21 F22 .
®37 @33 @33 @34 '3y T3
41 %42 P43 %44 Fg1 Ty

The control law is given by
u(kTy) = - Fx(KTy) (2)

where

F=1|1%f17 £, £33 £ |.
fa1 £ £33 £y

Since the plant is not in canonical form and has two
inputs, there are eight entries in the gain matrix to be
selected and the specification of four closed loop poles
will clearly leave many possible values of F which will
meet the specification. This can make it difficult to
apply the pole assignment method to the system.

By decoupling, which assumes that the model in equation (1)
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is of the form

% (kKTo+To) = ®x%(kTg) + Tv(KTo) (3)
where
_ ®17 &;, O 0 _ ryy O
® = Q21 022 0 0 ’ r = F21 0 ’
0 0 233 234 0 Tse
0 0 @33 &34 0 Ty,

the control law will become

v (KTg) - Fx(kTg)

= = fll f12 0 0 X(kTo). (4)
0 0 f23 f24

The decoupled form in equation (3) permits an easy gain
calculation by partitioning it into two subsystems. The
single-input pole assignment method can be applied
separately to each subsystem. Then, results of the two
feedback gain matrices are combined to obtain the F matrix.
Actually, a decoupled model in equation (3) is an
approximate model of an original model in equation (1). It
is desirable to make the model in equation (3) as close to
the original model as possible. If they match closely
enough, the relationship between two models can be written

as

#x(kTg) + T'u(kTy) = &x(kTg) + T'v(KTy). (5)
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Rewriting equation (5) gives
-Tu(kTy) = (& - &)x(kTg) - I'v(kT,). (6)

Observe that equation (6) is a linear equation and the
statement represented by equation (5) is true if and only
if one can find a solution u(kT,) of equation (6).

Premultiplying equation (6) by -r-1 gives
u(kTy) = -I"1(& - ¥)x(kTy) + 1TV (kT,). (7)

Since I' is 4 x 2 matrix which is not a square matrix , one
cannot find I'"l. Therefore a solution u(kT,) in equation
(7) for equation (6) is not correct. The approximate
solution of equation (6) can be obtained by using Weighted
Least-Squares Approximation which gives a solution of

equation (6) as follows:

u(kTy) = -(r'Q~Ir)~Ir'Q 1 (#-2)x(xT,) + (r'Q~ir)r'Q 1rv(kr,)

- M x(kKT,) + Nv(KT,) (8)

where Q is a symmetric, nonsingular and diagonal matrix.
In this thesis Q is selected to be I4.

Substituting v(kT,) = -Fx(kT,) into equation (8) gives

u(kT,) - Mx(kTg) + N(-F)x(kTy)

- (NF + M)x(KT) . (9)

Comparing equation (2) and equation (9), the state variable

feedback gain matrix of an original model in equation (1)
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can be obtained by

F = NF + M. (10)

The relation of an original model and an approximate model
using Weighted Least-Squares Approximation method is shown

in figure F.1. More details can be seen in reference [6].

<
c
o
2
»
bl
\/

Fig. F.1 Block diagram of the closed-loop system using
Weighted Least-Squares Approximation.
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The listing of a CC program for the Weighted
Least-squares Approximation method.

pen

pl
exp,pl,p2,Tq
unpack,p2,p3,p4,,
scale,p2,p5,1
pchange

pP5
unpack,p6,p7,,
pen

plo0
transpose, p4,pll
mult,pll,plO0,pl2
mult,pl2,p4,pl3
inv,pl3,pl4
mult,pl4,pll,pl5s
mult,pl5,pl0,plé6
mult,pl6,p7,pl7
subtr,p3,p6,pl8
mult,pl6,pl8,plo
sel,p5,p20,state, 1,2
sel,p20,p20,inp,1
poleplace

p20,p21
sel,p5,p22,state, 3,4
sel,p22,p22,inp, 2
poleplace

p22,p23

para,p2l1,p23,p24,1
mult,pl7,p24,p25

add, p25,pl19,p26

'Analog plant model
'Discrete-time model at T,
'p3=% and p4=T

'p6=% and p7=T

'pl0 Q , in this case Q=I,4

1pl7 = N = (r'qr)-ir'gr
'pl9 = M = (I''Qr)-1r'q(s-3)
'Obtain subsystem 1

'Use desired discrete poles
'p21 = feedback gain matrix
'Obtain subsystem 2

'Use desired disdrete poles
'p23 = feedback gain matrix

'p24 = F
'p25 = NF
'p26 = F
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APPENDIX H

Brief explanations of two options in program CC that are
used for simulating the results.

Simulating the results with reference input for Example 1.

Consider the discrete-time equivalent model of the
plant with a multirate output sampling mechanism at frame

period T, given by

X (KTo+Tgy) = #x(kTg) + Tu(kTg) l

— _ (1)
Y (kTg) = Cx(kTy) + Gu(kTy) .

The multirate sampled-data controller model, the outputs of

which are the control signals of the plant, is given by

u (KT o+T,)

Mu(kTo) - HY(KTgy) + Npr(kT,)
I—— (2)

Y (kT,) = u(kT,).
The procedure is explained in the following steps:

1. Build the discrete-plant model from equation (1).
2. Build the controller model from equation (2).
3. Parallel two models together using option 1. The result

is shown in Figure H.1.
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Plant —> Y

::::::i Controller —> u

R <

Figure H.1 Block diagram of the two models after parallel
by using CC commands.

4. Select outputs for full state feedback by order for
matching inputs order.
5. Do a full state feedback option 6 with number of

outputs. The result is given in Figure H.2.

u
_3[ Plant

Y u

Controller
r

Figure H.2 Block diagram of the closed-loop system by
using CC commands.

6. Add the output matrix which is composed of the original
outputs and the control input of the plant to the

closed-loop system. The result is shown in Figure H.3.



144

Plant

\\
~

|
c

v
c

Controller

Figure H.3 Block diagram of the closed-loop system with
monitored outputs by using CC commands.

7. Do a digital simulation option 1 with a +5 volts
reference input.

8. Plot the results.

Simulating the results with measurment noise for Examples 2
and 3.

In Example 2, to simulate responses of the system in
case disturbances occur in measurments, an additional
vector is added to the model to represent noise input. The

plant model in equation (1) becomes

X (kTo+Ty) = &x(KT,) + Tu(kTy) + W,V (KTy) :}_
— — — (3)
Y(KT,) = Cx(kTy) + Gu(kTy) + W,v(kTy)
where Vv(kT,) is noise input vector,

W; is n x 1 matrix which has all 0's,

and W, is (N;+N,) x 1 matrix which has all 1's.

The multirate sampled-data controller model with no

reference input is written as
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u(kTo+Ty) = Mu(kTy) - HY(KTg) }
(4)

Y (KT)

u (KT,) -

The procedure is explained in the following steps:

1. Build the plant model from equation (3).
2. Build the controller model from equation (4).
3. Parallel models from step 1 and 2. The result is shown

in Figure H.4.

u —— Plant > Vv
v —3
y — Controller —> u

Figure H.4 Block diagram of the two models after parallel
with noise input by using CC commands.

4. Select inputs to be feedback.

5. Select outputs to be feedback by matching to the inputs.

6. Do a full state feedback option 6.

7. Add output matrix which is composed of the original
outputs and the control input of the plant to the

closed-loop system. The result is shown in Figure H.5.
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Figure G.5 Block diagram of the closed-loop system

with noise input by using CC commands.

8. Do a digital simulation option 4 to generate random
Guassian noise input with zero mean and standard
deviation = a x (1 quantization level), where a is an
integer number. Since

the maximum voltage allowed for conversion = + 10 volts,

the minimum voltage allowed for conversion = - 10 volts,
and resolution = 12 bits,
therefore
1 quantization level = 2%2 = .004882813 volts.
2

Note that random noise input with zero mean and standard
deviation = 3 quantization level (.014648438 volts) is
generated for the Computer Simulation results to compare
with the Real-time results.

9. Plot the results by using an initial condition
x(0) = 1 1 o -13T.

In Example 3, consider the augmented discrete-time
model of the plant with noise input at frame period T,

given by equation (2.4.6),
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x(kTO+TO) ® Q7TG(T)b2 X(kTo)
v (KTo+T) 0 0 v (KT,)
a(8T) a(7T) b,y uq (kTy)
+ + W1V(kT°)
0 5 u, (KTg)

; (5)

and a multirate output sampling mechanism given by equation

(2.4.7),
Y (KTg) = Cx(KTo+2T) + Gu(kTg) + Wov(KTg) - (6)

Writing x(KT,+2T) in equation (6) in term of x(kT,) and

v (kT,) gives
X (KTo+2T) = &,px(kTy) + a@(2T)bju; (kTg) + a(T)byu, (kT)
+ @pa(T)b,yv(KTg) . (7)

Substituting equation (7) into equation (6), the multirate

sampled-data outputs is written as

— x(kTg)
Vv (kTg)
st p— u]_(kTo)
+ [Cla(2T)b; a(T)b,] + GJ + W,V (KT,) -
u, (KT,)

(8)

Equation (5) and (8) are used to represent the augmented
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discrete-time plant model with noise input in step 1. The
procedures in step 2 through step 9 are similar to Example
2 except the random noise input with zero mean and standard
deviation = 5 quantizations (=.024414063 volts) is
generated for comparing the results, and initial condition

is set to be
x(0) =1 o -1 o]T,

More details can be seen in The Program CC Reference

Manual [18].
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