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ii 

In this thesis, the multirate sampled-data controller 

is extended to include multiplexed inputs and outputs. The 

controller detects the i th plant output Ni times respec­

tively during a period T0 with uniform sampling period T 

and changes the plant inputs once during T0 • Two designs 

to obtain the state transition and the input gain matrices 

of the controller are presented. It will be shown that if 

a plant satisfies three conditions of being controllable, 

observable, and having no zeros at origin, this controller 

can be made equivalent to the state variable feedback 

control law and the state transition matrix of the 

controller itself can be set arbitrarily in order to meet 

the controller's stability. The effects of disturbances to 

this controller are discussed and it will be explained how 

to choose the design parameters to minimize the disturbance 

effects. Control algorithms for this controller are 

developed and implemented on an IBM PC/AT microcomputer 

which has a multiplexed A/0 and D/A converter board as an 

interfacing unit. Finally, three application examples are 

then presented to demonstrate the system performance. 
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1.1 Background 

CHAPTER I 

INTRODUCTION 

In the design of a controller using a state-space 

approach, the procedure consists of two independent steps. 

The first step, called the state variable feedback control 

law design, assumes that all states are available for 

feedback purposes. Since typically not all states can be 

measured, the second step, called the observer law design, 

is used to estimate the entire state vector from given 

measurements of the portion of the state. The final 

control algorithms will consist of the control law and the 

observer law combined where the control law calculations 

are based on the estimated states rather than the actual 

states. The advantage of using this procedure exists in 

the fact that the whole design procedure is simplified. 

However, there are two clear disadvantages which accompany 

the use of the observer design: increase of the order of 

the system, and possibility of producing an unstable 

controller, which is undesirable from the viewpoint of 

stability. 

To solve the above problem, using a digital computer, 

T. Hagiwara and M. Araki introduced a new type of 

controller called "multirate output sampled-data 

controller", which can be regarded as a special type of 

multirate sampled-data controller, as presented in an 

1 
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article which appeared in the IEEE Transactions on 

Automatic Control [l]. The controller detects the i th 

plant output Ni times during a period T0 and changes the 

plant inputs once during T0 • This controller has the 

following advantages. First, it has the same ability as 

the state variable feedback in adjusting the closed-loop 

characteristics of the control system. Second, it has the 

ability of choosing the arbitrary state transition matrix 

of the controller itself. Third, it can apply to the wide 

class of plants which are controllable and observable, have 

at least as many outputs as inputs, and do not have 

invariant zeros at origin. Fourth, calculations required 

in the design are almost the same as those required for the 

state variable feedback controller. 

1.2 Objective 

The controller in reference (1] requires specific 

hardware implementation such as a multi-processor computer 

and several A/D and D/A converters interfacing boards since 

the controller requires a non-uniform sampling period for 

each output, simultaneously sampling some outputs, and 

simultaneously updating all control inputs. These 

requirements present some difficulties in finding suitable 

hardware to implement the controller in the control 

laboratory. 

The objective of this thesis is to modify the 

multirate output sampling mechanism from reference (l] to 
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include multiplexing of plant input and output signals, to 

present two designs of the multirate sampled-data 

controller based on theorems in reference [1], and to 

develop the multirate sampled-data control algorithms and 

implement the algorithms on a microcomputer which has a 

multi-purpose multiplexed A/D and D/A converter board as an 

interfacing unit. 

1.3 overview 

Chapter II reviews a multirate output sampling 

mechanism and the theorems of the multirate sampled-data 

controller of reference [1]. Then, two designs of the 

multirate sampled-data controller with multiplexed outputs 

and multiplexed both inputs and outputs are presented. 

Explanations of how to choose the design parameters to 

minimize the disturbance effects are given. 

Chapter III describes the appropriate hardware and 

software used for real-time implementation. 

Chapter IV applies the two designs discussed in 

Chapter II to three application examples. The results of 

Computer Simulations are presented in comparison with the 

results of Real-time implementations. 

Chapter V discusses results and problems. Finally, a 

conclusion and some suggestions for future work are 

included. 



CHAPTER II 

MULTIRATE SAMPLED-DATA THEORY 

2.1 Introduction 

In this chapter, the multirate output sampled-data 

controller of reference [1] is extended to include 

multiplexed inputs and outputs. Section 2.2 reviews the 

observability Index Vector, the multirate output sampling 

mechanism and the multirate sampled-data theorems based on 

reference [1]. Section 2.3 modifies the multirate output 

sampling mechanism to include the multiplexing of output 

samples and presents two designs of the multirate sampled­

data controller. In section 2.4, the design for a system 

that requires both multiplexed inputs and outputs is then 

presented. 

2.2 Observability Index Vector and Multirate output 
Sampling Mechanism 

Consider the state-space model of the linear 

continuous time-invariant plant: 

4 

dx(t) = Ax(t) + Bu(t) 
dt 

(2.2.1) 

and 

where 

y(t) = Cx(t) 

x(t) is an n x 1 state vector, 

A is an n x n matrix, 

u(t) is an m x 1 input vector, 

(2.2.2) 
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and 

B is an n x m input matrix, 

y(t) is an p x 1 output vector, 

C is an p x n output matrix. 

5 

The fundamental assumption is that this plant is completely 

controllable and observable, and does not have invariant 

zeros at origin. Concerning the observable pair (A,C), the 

pn x n observability matrix 

C 
CA 

Q = CA2 (2.2.3) . 
CAn-1 

has full rank, which means Q has n linearly independent 

rows. The Observability Index of the system is defined as 

the smallest integer a for which the matrix 

Q(a) = 

C 
CA 

(2.2.4) 

has rank n. Generally, for a multiple-output system a~ n. 

Assuming y(t) hasp independent components, the c matrix in 

equation (2.2.2) is composed of p independent rows 

(C1,·••,Cp)• Therefore, it is always possible to make a 

selection of then linearly independent vectors which 

comprise the rows of the matrix Q(a) of the form 



Q(a) = 

where 

Cl 
c1A 

c An -1 1 1 
C2 
c2A 

c An -1 
2 2 

cP 

c An -1 p p 

p 
I: n· = n. . 1 

1=1 

6 

J n1 

J n2 
(2.2.5) 

J np 

In this case, a set of the smallest p integers (n1 , ... ,np) 

for which the matrix Q(a) has full rank is called 

Observability Index Vector (abbreviated as OIV) [2]. The 

Observability Index Vector plays a significant role in the 

theory of the multirate sampled-data controller as will be 

seen next. 

From the plant in equation (2.2.1), if a sampler and a 

zero-order hold circuit is connected to each plant input, 

then 

Therefore, for any T such that O ~ T ~ T
0

, 

X{kT0 +T) = exp(AT)x(kT0 ) + (J:exp(At)Bdt)u(kT0 ). (2.2.6) 



From equation (2.2.2), if the i th plant output is detected 

at every Ti, the sampled-data output value becomes 

7 

(2.2.7) 

where µ = o, ... ,Ni-1 and i = 1, ... ,p. 

Here ci is the i th row of the output matrix C, and Ti and 

To are related by 

; Ni= positive integer. (2.2.8) 

Equation (2.2.8) implies that the i th plant output is 

detected Ni times during T0 • T0 is referred to as the 

input sampling period or the frame period, Ti is referred 

to as the i th output sampling period, and N1 ,N2 , ... ,Np 

are referred to as the output multiplicities. The above 

sampling mechanism is the multirate output sampling 

mechanism introduced in [1]. An example of this multirate 

output sampling mechanism is given in Figure 2.2.1 on the 

next page. 
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k'I'o (k+l)T
0 

(k+2)T
0 

Figure 2.2.1 Multirate output sampling mechanism for a 2 
inputs and 2 outputs plant with N1=3 and N2=2 
introduced by [1]. 

Letting T = T0 in equation (2.2.6), a zero-order hold 

equivalent model becomes 

Letting µTi=T in equation (2.2.6), a zero-order hold 

equivalent model for each sampling period µTi becomes 

IµT· 
X(kTo+µTi) = exp(AµTi)X(kTo) + ( oeip(At)Bdt)u(kTo>· 

(2.2.10) 

SUbstituting equation (2.2.10) into equation (2.2.7) gives 
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Yi(kT
0

+µTi) = Ciexp(AµTi)x(kT0 ) + Ci(J:T~xp(At)Bdt)u(kT0 ) 

(2.2.11) 

for i=l, ••• ,p and µ=O, .•. ,Ni-1. 

The equation (2.2.11) is expressed in terms of vector-

matrix form as shown below. 

Y(kT0 ) = Cx(kT0 ) + Gu(kT0 ) (2.2.12) 

where 

Y(kT0 ) = (2.2.13) 

C = (2.2.14) 

Cp . 
Cpexp(A(Np-l)Tp) 

and 
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0 . 
r(N1-1)T1 

c1 exp(At)Bdt 
Jo . 

G = • (2.2.15) 
0 . 
r(Np-1)Tp 

Cp exp(At)Bdt 
Jo 

Therefore the vector Y(kT0 ) is composed of the multirate 

sampled-data of the outputs in a single frame period T0 and 

its relation to the input and the states during a frame 

period is given by equation (2.2.12). In order that the 

multirate output sampled-data controller can be realized, 

the coefficient matrix C in equation (2.2.12) must have 

full rank. This can be achieved by selecting the output 

multiplicities Ni large enough, as is shown next. 

Lemma 1 [1]: The matrix c given by equation (2.2.14) will 

have full rank(=n) for almost every frame period T0 if the 

output multiplicities (N1 ,N2 , ... ,Np) satisfy 

(i=l, .•• ,p) (2.2.16) 

where (n1 , ... ,np) is the OIV of the pair (A,C) founded in 

equation (2.2.5). 

Proof: 

Since the rank of a matrix is not changed by elementary row 

operations, to compute the rank of c, elementary row 



operations are applied to the matrix C as shown below. 

Recall equation (2.2.14): 

Cl 
]- ~1 

. 
c1exp(A(N1-l)T1 ) 

C = . . . . 
cP 

]- cP . 
Cpexp(A(Np-l)Tp) 

Applying the following row operations to Ci for i=l, ... ,p 

in equation (2.2.14) gives 

1st row = 1st row = C· 1 

2nd row = (2 nd row - 1st row)/Ti 

= Ci{exp(ATi)-I}/Ti 

J rd row = (3 rd row - 2 (2nd row) + 1st row)/Ti2 

= Ci{exp(AT1)-I}/Ti2 
. 
• . 

N• th row 1 = Ci{exp(ATi)-I}/TiNi-l• 

Therefore, the obtained matrix is 

Cl . 
C1{exp(AT1)-I}N1-l/T1N1-l 

11 

= (2.2.17) 

cP 
c {exp(AT )-I}N -1/T N -1 p p p pp 
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Deleting appropriate rows in c+ gives 

c++ = (2.2.18) 
cP 

c {exp(AT )-I}n -l;T n -1 p p p p p 

The definition of the matrix exponential exp(ATi) is given 

by 

=I+ (ATi) + i (ATi) 2 + i (ATi) 3 + ... (2.2.19) 
2! 3! 

Substituting equation (2.2.19) into equation (2.2.18), as 

T0 goes too, the limit of equation (2.2.18) becomes 

c++ = (2.2.20) 

Therefore, the determinant of equation (2.2.18), as T0 goes 

to zero, goes to that of equation (2.2.20), which is 

nonzero since the plant is observable. Since the 

determinant of equation (2.2.18) is a continuous function 

Of its entries and its limit is nonzero as T0 goes to zero, 

it is nonzero for sufficiently small T0 • By using Analytic 
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Function theorem [11], since all entries in equation 

(2 • 2 .18) are analytic function of T0 , it follows that the 

determinant of equation (2.2.18) is also analytic and 

therefore nonzero except at isolated values of T0 • 

Therefore, C also has full rank. This completes the proof 

of 1,emma 1. 

Extending to use the pair [C 

Lemma 2 [l]: Suppose that 

GJ gives the next result. 

= n+m. (2.2.21) 

Then, the matrix [C GJ given by equation (2.2.14) and 

equation (2.2.15) has full rank (=n+m) for almost every 

frame period T0 if the output multiplicities (N1 , ... ,Np) 

satisfy 

N· > m· 1 - 1 (2.2.22) 

where (m1 , ... ,mp) is an OIV of the augmented system 

( [ t ~ ] , [C OJ ) • 

Proof: Observing that 

exp( [: 

B 

0 
] )T = [ 

exp(AT) 

0 

(2.2.23) 

J:exp(At)Bdt 

I l . 
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one can see that the matrix [C G] has the same structure 

as the matrix C if (A,C) is replaced by the pair (2.2.23) 

of the coefficient matrices of the augmented system. The 

result follows from Lemma 1 [1]. It should be noted that 

"for almost every frame period T0 " means the assertion 

fails only at isolated value of T0 • 

Next, consider the multirate sampled-data controller 

introduced by [1]. It includes the multirate sampling 

mechanism Y(kT0 ) given in equation (2.2.13) as follows: 

where Mis them x m state transition matrix, 

His them x n input gain matrix, 

and Nr is them x r feedforward gain matrix. 

(2.2.24) 

This equation means that the control inputs for the 

(kT0 +T0 ) th frame period are determined based on the values 

of the control inputs for the kT0
th frame period and the 

sampled-data outputs obtained during the kT0
th frame period 

{and the reference input for tracking purposes). The above 

controller is also interpreted as an mth order discrete­

time system whose state is u{kT0 ). Therefore, the 

stability of the controller is determined by the 

eigenvalues of the state transition matrix M. 

Concerning the matrix c, the multirate sampled-data control 

law in equation (2.2.24) can be made equivalent to the 
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state variable feedback control law by the following 

theorem: 

fi!eorem 1 [l): suppose that (A,C) is an observable pair and 

the output multiplicities (N1 , ... ,Np) satisfy 

(i=l, ... ,p) 

where (n1 , ••• ,np) is an OIV of the pair (A,C). Then for 

almost every frame period T0 , one can make the control law 

in equation (2.2.24) equivalent to the state variable 

feedback control law by suitable choice of the matrics H 

and M. 

Proof: 

consider the state variables feedback control law given for 

the kT0
th sampling period by 

(2.2.25) 

where Fis the feedback Gain matrix. 

For the next frame period, the control law becomes 

(2.2.26) 

From equation (2.2.9), the discrete-time system for a frame 

period T0 can be written as 

(2.2.27) 

Where t = exp(AT0 ) and r = (J:0
exp(At)dt)B. 

Substituting equation (2.2.27) into equation (2.2.26) gives 
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u(kTo+To) = -F[lx(kT0 )+ru(kT0 )] + Nrr(kT0 +T0 ) 

= -Ftx(kTo) - Fru(kTo) + Nrr(kTo+To)- (2.2.28) 

substituting equation (2.2.12) into equation (2.2.24) gives 

= Mu(kT0 ) - HCx(kT0 ) + Gu(kT0 ) + Nrr(kT0 +T0 ). 

(2.2.29) 

Assuming the reference input is constant for tracking, 

r(kT
0

) = r(kT0 +T0 ). Then equation (2.2.28) is equivalent 

to equation (2.2.29) if and only if 

-Ftx(kT0 ) - Fru(kT0 ) = Mu(kT0 ) - HCx(kT0 ) - HGu(kT0 ). 

(2.2.30) 

Writing equation (2.2.30) in matrix form gives 

H [c 

Therefore, the control law in equation (2.2.24) will be 

equivalent to the state variable feedback control law in 

equation (2.2.26) if the matrix H satisfies 

HC = Fl (2.2.32) 

and the matrix M satisfies 

HG= Fr+ M. (2.2.33) 

Since Lemma 1 implies that the matrix c has full rank, 
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there exists the matrix H which satisfies equation (2.2.32) 

for any specified feedback gain matrix F corresponding to 

the desired state feedback. The resulting closed-loop 

system using the multirate sampled-data controller in 

equation (2.2.24) is shown in Figure 2.2.2. 

r 
PLANT 

H 
Multirate sampling 

Figure 2.2.2 Closed-loop configuration using a multirate 
sampled-data controller. 

Concerning the matrix [C GJ, the multirate sampled-data 

control law in equation (2.2.24) can also be made 

equivalent to the state variable feedback control law by 

the following theorem: 

Theorem 2 [l]: Suppose that (A,C) is an observable pair and 

that 

rank [~ ~] = n+m. 

Further suppose that the output multiplicities (N1 , ... ,Np) 
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satisfy 

(i=l, •.. ,p) 

where (m1 , ... ,mp) is an OIV of the augmented system in 

equation (2.2.23). Then, for almost every frame period T0 , 

there exists the matrix H such that 

HC = Ft (2.2.34) 

and HG= Fr+ M (2.2.35) 

where the matrix Fis an arbitrary specified feedback gain 

matrix corresponding to the desired state feedback, and the 

matrix Mis an arbitrary specified matrix corresponding to 

the desired transition matrix of the controller itself. 

Proof: 

Equation (2.2.34) and equation (2.2.35) are equivalent to 

H [C GJ = [ Ft Fr+M ]. (2.2.36) 

By Lemma 2, the matrix [C GJ has full rank, therefore 

equation (2.2.36) has a matrix solution H. 

Note that it is desirable to use a stable controller 

from the viewpoint of sensitivity to disturbances. Since 

the stability of the controller itself is determined by 

matrix M, it is appropriate to select eigenvalues of M 

Within a unit circle to obtain a stable controller. 



J(ultirate sampled-data controller with multiplexed 
2.3 

outputs 
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since the controller mentioned in section 2.2 requires 

simultaneous sampling of some outputs, simultaneous 

updating of all control input signals and non-uniform 

sampling, the hardware implementation must allow for these 

requirements. By multiplexing input and output samples, 

these difficulties can be overcome. Therefore, the 

hardware implementation of the multirate sampled-data 

controller used in this thesis is mainly composed of a 

microcomputer which is a single-processor computer, and a 

multiplexed A/D and D/A converter interfacing unit. The 

details of the hardware implementation are given in Chapter 

III. For the above reason, the multirate output sampling 

mechanism in the last section cannot be used. In this 

section, the multirate output sampling mechanism is 

modified to include multiplexing of output samples for a 

single input and multiple outputs plant; two designs of the 

multirate sampled-data controller are presented based on 

the multirate sampled-data theorems in reference [1]. The 

multirate output sampling mechanism for both multiplexed 

inputs and outputs will be discussed in the next section. 

The modified multirate output sampling mechanism in 

this case involves detecting the 1st , 2nd , ••.. , pth plant 

outputs N1,N2 , .... , Np times respectively every uniform 

sampling period T. Therefore, the sampled-data outputs are 



given by 

Y1(kTo) = c 1x(kT0 ) 
. 

Y1(kT0+µ1T) = c 1x(kT0+µ1T) 

Y2(kT0+(µ1+l)T) = c 2x(kT0+(µ 1+l)T) 
. 

Y2(kT0+µ2T) = c 2x(kT0+µ2T) 

Yp(kT0+µpT) = cpx(kT0+µpT) 
. . 

Yp(kT0+(N-l)T) = Cpx(kT0+(N-l)T) 

or 

Yi(kTo+µT) = Cix(kT0+µT) 

where i = l, ... ,p 

In this case, T and T0 are related by 

and 
p 

N = I: Ni. 
i=l 
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] N1 times 

] N2 times 

] Np times 

(2.3.1) 

(2.3.2) 

(2.3.3) 

The above mechanism is a multirate output sampling 

mechanism for multiplexed outputs. A typical situation is 

shown in Figure 2.3.1 as an example. 



u((k+l )T0 ) 

u 

- - - -
_[J_I_-----

(k+l)T0 (k+2)T0 

Figure 2.3.1 Multirate output sampling mechanism for a 
1 input and 2 outputs plant with N1=3 and 
N2=3. 

Putting µT=T into equation {2.2.6), the state at the µTth 

sampling period is 

21 

I
µT . 

X{kT0 +µT) = exp{AµT)x{kT0 ) + { 
0 

exp{At)Bdt)u{kT0 ). (2.3.4) 

Substitutin9 equation (2.3.4) into equation (2.3.1) yields 

y ( JµT . . 
i kTo+µT) = Ciexp(AµT)x{kT0 ) + Ci{ 

0 

exp{At)Bdt)u{kT0 ) 

(2.3.5) 
Where 1.·-1 - , ... ,p. Writing equation (2.3.5) in matrix form 
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gives 

Y(kT0 ) = Cx(kT0 ) + Gu(kT0 ). (2.3.6) 

In this case 

(2.3.7) 

Yp(kT0 +(N-l)T) 

Cl . . 
C = 

c 1exp(Aµ 1T) 
• (2.3.8) . 
Cpexp(AµpT) . 
Cpexp(A(N-l)T) 

and 

0 
• . 
rT 

-
c 1 

0 

exp(At)Bdt 

G = . (2.3.9) . r T Cp 
0

pexp(At)Bdt 

. . rN-l)T 
cp 

O 

exp(At)Bdt 
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The above equation is a basic formula of multirate sampling 

mechanism for multiplexed outputs. The multirate sampled­

data controller with multiplexed outputs can also be 

realized by using Theorem 1 and Theorem 2 if the matrix c 

in equation (2.3.8) and the pair of [C GJ still satisfies 

1,emma 1 and Lemma 2 in the last section. By applying 

elementary row operations as in the last section to the 

matrix c in equation (2.3.8), the result becomes 

Cl 

c1 {exp(AT)-I}/T 
. 
C1{exp(AT)-I}N1-l/TN1-l . 

Cpexp(AµpT) 

Cpexp(AµpT){exp(AT)-I}/T . 

(2.3.10) 

Deleting appropriate rows, as T0 goes to zero, the limit of 

equation (2.3.10) becomes 

Which is in the same form as equation (2.2.5) and satisfies 

Lemma 1. Note that the result for the pair [C GJ in 



equation (2.3.8) and equation (2.3.9) is similar to 

r,eJJIIDa 2. 
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In this thesis, two designs which use the multirate 

output sampling mechanism for multiplexed outputs are 

presented by using the Theorem 1 and Theorem 2 respectively 

as follows: 

~esiqn 1: suppose that the output multiplicities 

(N1 , .•• ,Np) are set to minimum values satisfying (2.2.16) 

which are equal to OIV of the system as shown below. 

(i=l, ••. ,p) (2.3.11) 

In this case, the matrix C becomes a nonsingular square 

matrix and the matrix H satifying equation (2.2.32) is 

uniquely determined by 

H = Ftc-1 . (2.3.12) 

Therefore, the matrix M can be found from substituting 

equation (2.3.12) into equation (2.2.33) as shown below. 

M = HG - Fr 

= FtC- 1G - Fr. (2.3.13) 

Observe that the stability of the matrix Min the above 

equation depends on the choice of the matrix F which is 

obtained from an arbitrary pole assignment or optimal 

control method because other parameters in equation 

(2•3 -13) are unchanged for selected sampling period T
0

• 



2 • suppose that the output multiplicities 
J2§Siqn • 
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N) are set larger than the minimum values as 
(N1,···' p 

and their values satisfy the OIV of the augmented system as 

follows: 

(2.3.14) 

Then matrix (C G] becomes a nonsingular square matrix and 

the matrix His uniquely determined from equation (2.2.36) 

by 

H = (F~ Fr+M](C (2.3.15) 

In this case, the matrix H depends on the matrix Mand the 

matrix F which can be chosen arbitrarily corresponding to 

the desired state transition matrix and the desired state 

feedback respectively. 

Note that, even though these two designs are used for 

single input and multiple-output plants due to the hardware 

implementation in this thesis, they can be used for 

multiple-input and multiple-output plants if the hardware 

implementation of a controller can update all control input 

signals to the plant simultaneously. 



Multirate sampled-data controller with Multiplexd 
2•' Inputs and outputs 

Recall the controller equation (2.2.24): 
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When a plant has multiple inputs and outputs (abbreviated 

as MIMO plant), not only multiplexing of output samples is 

needed, but multiplexing of control input signals is also 

necessary since the control input signals cannot be updated 

simultaneously. This increases the complexity of the 

discrete-time equivalent model of the system. This section 

discusses the multirate output sampling mechanism for both 

multiplexed inputs and outputs and presents the design 

based on Theorem 2 in section 2.2. 

Consider the state-space model of the analog plant 

given by equation (2.2.1) and equation (2.2.2): 

and 

dx(t) = Ax(t) + Bu(t) 
dt 

y(t) = Cx(t). 

In order to multiplex both inputs and outputs, the 

•ultirate sampling mechanism for each single frame period 

To involves updating each control input with uniform 

sampling period T, followed by detecting each output Ni 

times respectively with the same uniform sampling period T. 

In this case, T and T
0 

are related by 

(2.4.1) 
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p 
s = m +.~ Ni ; s = positive integer. (2.4.2) 

1.=l 

To be more specific and make this concept easier to 

understand, consider a fourth order analog plant model with 

two inputs and two outputs. It is assumed that the plant 

is controllable and observable, and 

which satisfies Lemma 2. The output multiplicities are 

selected to be N1=3 and N2=3. Therefore, Sis determined 

by equation (2.4.2) as shown below. 

S = 2 + (3+3) = 8. 

This gives the relation between the uniform sampling period 

T and and the frame period T0 • From equation (2.4.1), 

therefore 

or T0 = ST. 

Figure 2.4.1 illustrates the sampling mechanism with 

multiplexed inputs and outputs. 

(2.4.3) 
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IJ-c- '---]]] ____ _ 
- - - - -

1 :7 -, 

>, __ I_[[ ____ _ 
CC l -

kTo (k+l )T0 (k+2)T0 

Figure 2.4.1 Multirate output sampling mechanism for a 
4th order plant with 2 inputs and 2 outputs 
with N1=N2=J. 

A zero-order hold equivalent model with a frame period T0 

can be developed as follows: 

(2.4.4) 

Where t ~ e~(AT0 ), tiT = exp(AiT), a(T) = J:exp(At)dt, 

and V(kT0 ) is defined as the previous value of u2 (kT0 )", 
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(2.4.5) 

squation (2.4.4) describes the "augmented discrete-time 

model" of the original discrete-time plant in equation 

(2.2.1) • The matrix form of equation (2.4.4) and equation 

(2•4 .5) is given by 

] [ 

x(kT0 )] 

v(kT0 ) 

a(7T)b2 

1 
(2.4.6) 

It can be shown that if the analog plant is controllable 

then this augmented discrete plant is also controllable for 

almost all sampled periods [9]. From Figure 2.4.1, 

sampled-data outputs are given by 

Y1(kT0 +2T) = c1x(kT0 +2T) 

Y1(kT0 +3T) = C1x(kT0 +2T+T) 

= C1tTx(kT0 +2T) + C1a(T)•B•u(kTo) 

Y1(kT0 +4T) = C1x(kT0 +2T+2T) 

= C1t2Tx{kT0 +2T) + c1a(2T)•B•u(kT0 ) 

Y2(kT0 +5T) = C2x(kT0 +2T+3T) 

= C2t3Tx{kT0 +2T) + c2a(3T)•B•u(kT0 ) 
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y2 (kTO+6T) = c2x(kT0 +2T+4T) 

= c2t4Tx(kT0 +2T) + c2a(4T)•B•u(kT0 ) 

Y2(kT0+7T) = c2x(kT0 +2T+5T) 

= C2t5Tx(kT0 +2T) + c2a(5T)•B•u(kTO). 

Therefore, a basic formula of multirate output sampling 

aechanism for multiplexed inputs and outputs becomes 

where 

and 

Y1(kTO+2T) 
Y1(kTO+3T) 
Y1 (kTO+4T) , 
Y2(kTO+5T) 
Y2(kTO+6T) 
Y2(kTO+7T) 

(2.4.7) 

(2.4.8) 

(2.4.9) 

(2.4.10) 

In equation (2.4.9), tiT = exp(AiT); and in equation 

(2•4•10), riT = aiTB. Note that the vector of output 



-(kT) is expressed in terms of the state at time 
saJDples Y o 

because of the delay in taking samples. This will 
Jc'l'o+2T 

affect the multirate sampled-data control law as shown 

next. 
The state variables feedback control law for the 

augmented system is 
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u(kT0 ) = - [F (2.4.11) 

where [F G] is the state variable feedback gain matrix 

obtained by pole assignment or optimal control method. 

From equation (2.4.11), the control for the next frame 

period becomes 

(2.4.12) 

since 

(2.4.13) 

where P= [ o 1 ] . 

It is appropriate to express x(kT0 +T0 ) in term of x(kT0 +2T) 

because all control inputs are held constant from this time 

until the next frame period. Therefore 

(2.4.14) 

Assume the reference input is constant, r(kT0 +T0 )=r(kT
0
). 
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substituting equation (2.4.13) and equation (2.4.14) 
sence, 

quation (2.4.12) gives into e 

u(kTo+T
0

) = -F{ t 6Tx(kT0 +2T) + r 6Tu(kT0 ) } - Gpu(kT0 ) 

+ Nrr(kT0 ) 

= -Ft6Tx(kTo+2T) - { Fr6T + GP }u(kTo) 

(2.4.15) 

Substituting equation (2.4.7) into the multirate NOW, 

sampled-data control law in equation (2.2.24) yields 

u(kT
0

+T0 ) = Mu(kT0 ) - H{ Cx(kT0 +2T) + Gu(kT0 ) } 

+ Nrr(kT0 ) 

= Mu(kT0 ) - HCx(kT0 +2T) - HGu(kT0 ) 

+ Nrr(kT0 ). (2.4.16) 

As before, equation (2.4.15) is equivalent to equation 

(2.4.16) if and only if 

- Ft6Tx(kT0 +T0 ) - (Fr6T+Gp)u(kT0 ) = Mu(kT0 ) - HCx(kT0 +2T) 

- HGu(kT0 ) 

for every x(kT0 +2T) and u(kT0 ). In terms of matrices, 

H[C G] = [ Ft 6T Fr 6T+GJ3+M ] . (2.4.17) 

Since [C G] is a nonsingular square matrix by using 

Design 2, therefore the matrix His determined by 

Fr6T+GJ3+M ][C ( 2. 4. 18) 

Where the matr1.·x M 1.·s · an arbitrarily specified matrix 



Ponding to the desired transition matrix of the 
corres 

troller itself. Note that the final form of the 
con 
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aultirate sampled-data controller equation is the same form 

as in equation (2.2.24). 

5 Minimizing disturbance effects 2. 

Practically, when the controller is implemented, it is 

unavoidable to have disturbances which are not accessible 

for control. Examples of disturbances are errors caused by 

hardware equipment or delays in command execution, and 

noise from a plant or quantization. These are undesirable 

inputs that will disturb the controller and degrade the 

system performance. This section discusses how to choose 

the control parameters of the multirate sampled-data 

controller that will minimize the disturbance effects to 

the system performance. 

Again, consider the multirate sampled-data control law 

in equation (2.2.24). Since the matrix His the input gain 

utrix of the controller, the sampled-data output vector 

Y(kT0 ) is amplified by the matrix H. Disturbances will 

also be amplified into the controller. Ordinarily, 

disturbance signals are small and may not affect the system 

performance. However, if entries in the matrix Hare 

•ignificantly large, disturbances are enlarged and become 

••vere to the system performance. Therefore, it is 

desirable to select control parameters of the designs 



d · sections 2.3 and 2.4 to obtain a suitable presente in 

small H matrix to minimize the disturbance effects as 

explained below. 
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In Design 1, since the matrix His directly determined 

bY equation (2.3.12), it will depend directly on the choice 

of the state variable feedback gain matrix F. Therefore, 

not only is the matrix F chosen to obtain the desired state 

transition matrix M, it also must be chosen in order to 

keep the matrix H small. 

In Design 2, since selections of the state transition 

matrix Mand the state variable feedback gain matrix F 

affect directly the matrix H obtained from equation 

(2.3.15) or equation (2.4.18), these two parameters should 

be considered carefully. For a given matrix F, a choice of 

the suitable matrix M to minimize the matrix H can be 

considered by the following procedure. 

Recall equation (2.3.15): 

Letting 

Where 

H = [Ft Fr+M] (C (2.5.1) 

(C 

- [ :~ ] (n+m) x (n+m) 

(2.5.2) 

Rx is the submatrix containing the first n rows, 

Ru contains the last m rows. 



that n and mare the number of states and inputs of 
Note 
the plant, respectively. Substituting equation (2.5.2) 

equation (2.5.1) gives into 

H = FtRx + (Fr+M)Ru 

= (FtRx + FrRu) + MRu 
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= H0 + MRu· (2.5.3) 

observe that H = H0 when M = O. To find the minimum H 

matrix, consider the trace of a square matrix and some of 

its properties. The trace of a square is defined to be the 

sum of the entries on the main diagonal, that is, for a 

square matrix A 

n 
tr(A) = ~ aii· 

i=l 

Some properties of trace of any square matrix are as 

follows: 

1. If A is a square matrix, then 

tr(A) = tr(A') 

where A' is the transpose of a matrix A. 

2 • If A and Bare square matrices, then 

tr(A+B) = tr(A) + tr(B). 

(2.5.4) 

(2.5.5) 

3. If A i's m x n . . matrix and Bis n x m matrix, then (AB) is 

m x m matrix 
I 



and 

tr(AB) = 

= 

m 
I: (AB)ii 

i=l 

m n 
I: I: 

i=l j=l 
a• ·b· · l.J J l. 

36 

(2.5.6) 

where aij and bij are entries in A and B, respectively. 

4
• The partial derivative of the trace with respect to the 

matrix A is (13) 

_Ltr(AB) = B. 
6A 

From equation (2.5.6), since His m x (n+m) matrix, 

therefore 

tr(HH') 
m m n+m 

= I: (HH I) •• . l. l. = I: ( I: h··h··) . . l.J l.J 
i=l 

m n+m 
= I: I: 
i=l j=l 

h· .2 l.J 

1.=l J=l 

= Sum of squares of elements of H 

Where H' is the transpose of the matrix H. 

(2.5.7) 

(2.5.8) 

Hext, consider the linear algebraic equation (2.5.3) and 

find M to minimize tr(HH') in order to obtain the minimum H 

aatrix. Since 

HH• =(Ho+ MRu) (Ho'+ Ru'M') 



therefore 

= tr(H0 H0 ') + tr(MRuH0 ') + tr(MRuH0 ')' 

+ tr(MRuRu 'M') 
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(2.5.9) 

(2.5.10) 

Defining fas the scalar function of the (HH') matrix and 

f = tr(HH'), 

therefore 

(2.5.11) 

The partial derivative off with respect to the M matrix is 

given by 

H = Ltr(HH') 
6M 6M 

(2.5.12) 

Considering the first term of equation (2.5.12), tr(H
0

H
0

') 

is a constant value respect to M, therefore 

(2.5.13) 
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'd ri'ng the second term of equation (2.5.12), the 
cons1 e 

t in equation (2.5.7) gives proper Y 

2L_tr{M(RuH0 ')} = 2RuH0 '. 

oM 
(2.5.14) 

considering the third term of equation (2.5.12) and by 

given Q as 

therefore 

tr(MRuRu'M') = tr(MQM'). 

since it can be derived that 

and 

therefore 

f_tr(MQM') = (Q + Q')M' 
oM 

Q = QI I 

Ltr(MQM') = 2QM' 
oM 

(2.5.15) 

(2.5.16) 

(2.5.17) 

(2.5.18) 

Substituting equation (2.5.13), equation (2.5.14), and 

equation (2.5.18) into equation (2.5.12) gives 

The tr(HH') is minimized when of= O, 
oM 

(2.5.20) 



therefore 

or R R 'M' =-RH I U U U O • 

The transpose of the above equation is written as 

Multiplying (RuRu')-l to the right of both sides in 

equation (2.5.22) gives 

M = - HR '(R R 1 )-l 0 U U U • 
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(2.5.21) 

(2.5.22) 

(2.5.23) 

Thus, the matrix M obtained from equation (2.5.23) 

• inimizes tr(HH'), which is the sum of the squares of the 

elements of matrix H, and therefore keeps the controller 

gains small. Finally, the matrix H minimum can be 

calculated from equation (2.2.15) by using the result of 

the matrix M from equation (2.5.23). Note that the result 

of the matrix M to minimize the matrix Hin section 2.4 is 

the same form as equation (2.5.23). The matrix H minimum 

is then calculated by equation (2.4.18). 
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CHAPTER III 

REAL TIME IMPLEMENTATION 
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The multirate sampled-data controller with multiplexed 

inputs and outputs is implemented on the computer hardware 

and software available in the control laboratory. Section 

Presents an overview of the computer hardware which is 3.2 

composed of the analog computer used to simulate plant 

aodels and the digital computer used to implement control 

algorithms. Also, the interfacing unit is discussed in 

aome detail. Section 3.3 explains the computer software 

used to implement control algorithms including flow charts. 

3.2 Computer Hardware 

The hardware implementation in this thesis is shown in 

Figure 3.2.1. The following subsections give brief 

explanations of various parts of the hardware. 

l.2.1 Analog computer 

The COMDYNA GP-6 analog computer is used to simulate 

Plant models. The details of operator functions and 

operating procedures can be found in GP-6 Analog Computer 

llanua1 [14]. 

3•2 •2 Digital computer 

The EVEREX 286 (IBM PC/AT compatible) computer is used 



DAS-8 
TIME 
SETTING 8. 
CHECKING 

7905 
MULTIPLEXED 

A/D AND DIA 

EVEREX-286 
< IBM PC/AT) 

DIGIT AL COMPUTER 

1-----1 7 6 7 A/ D 8c D /A~ 
GP-6 

1--~cONTROL PANEL ~ ANALOG COMPUTER 

TEKTRO­
NIX 2230 

OSCILLO­
SCOPE 

PRIME­
LINE 

PLOTTER 

Figure 3.2.1 Block diagram of hardware implementation. 
.e:. ,... 
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1 Programs in the BASIC language. It is also used as 
contro 

a digital controller to control the analog plant built on 

The details of The EVEREX 286 computer can be found 
GP-6• 

Reference and User Manual [15]. in the 

3
_2 • 3 Interfacing Unit 

This section presents three separate parts in some 

detail. 

3 • 2 .3.l 7905 AD/DA Interface board has available functions 

used to perform multiplexed A/D and D/A conversions as 

follows: 

Analog/Digital Conversion ... 12-bits sucessive-approximation 

converter with eight channels, 

multiplexed inputs. 

Digital/Analog Conversion ... Three 12-bit Digital to Analog 

converters. 

Logic Sense .•... Three input logic sense lines. 

Logic Control ..•.. Four latched output logic control lines. 

Performing A/Dor D/A conversion requires two data 

bytes. The high byte, data bits D0-D7 are A/Dor D/A data 

bits 4-11. The low byte, data bits D4-D7 are A/Dor D/A 

Address locations of 7905 board begin at data bits 0-3. 

310 H ex, where A4, A9 and AEN (Address enable) are fixed as 

~eb 
oard code, address bits A0-A3 and the instruction, 
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either an input (INP) or output (OUT), determines the 

function to be executed as shown in Table 3.2. 1. 

TABLE 3.2.1 

Function mode locations of 7905 board. 

Location 
A1 Al Al AO Hex(Dec) I/0 Description 

0 0 0 0 310(784) OUT Set Mux only. 

0 0 0 1 311(785) OUT Set Control byte only. 

0 0 1 0 312(786) OUT Set Mux and starts ADC. 

0 0 1 1 313(787) OUT also start ADC. 

0 1 0 0 314 (788) OUT Set low byte of LDAC. 

0 1 0 1 315(789) OUT Set LDAC only. 

0 1 1 0 316(790) OUT Set 1. byte & starts ADC. 

0 1 1 1 317(791) OUT Set LDAC & starts ADC. 

1 0 0 0 318(792) OUT Set low byte of RDAC. 

1 0 0 1 319(793) OUT Set RDAC only. 

1 0 1 0 31A (794) OUT Set 1. byte & start ADC. 

1 0 1 1 31B(795) OUT Set RDAC & start ADC. 

1 1 0 0 31C(796) OUT Set low byte of VDAC. 

1 1 0 1 310(797) OUT Set VDAC only. 

1 1 1 0 31E(798) OUT Set 1. byte & start ADC. 

1 1 1 1 31F(799) OUT Set VDAC & start ADC. 

0 0 1 0 312(786) IN Read ADC data low byte. 

0 0 1 1 313(787) IN Read ADC data high byte. 
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In mode sense, data bits D0-D2 in the low byte are 

iogic sens e bits co-c2. In this case, C2 is fixed to 

th analog computer mode logic. Data bit D3 is End 
•onitor e 

of conversion (EOC) sense logic. When EOC is low, the A/D 

· i's in progress and ADC data is not ready. When conversion 

EOC is high, ADC data is ready. In mode control, the logic 

control bit C3, when CS is low, is used to pull the GP-6 OP 

bUS from an operation state to an initial condition state. 

Table J.2.2 describes logic conditions. 

TABLE 3.2.2 

Logic conditions of GP-6. 

~P-6 Control Logic control 
Push Button OP bus state CS C3 

OP 

OP 

IC 

OP 

low 

low 

high 

low 

Logic sense 
C2 

low 

high 

Note that GP-6 control push button must be in the OP 

(operation) position to control GP-6 modes from the 7905 

board. The details of the 7905 board can also be found in 

the Reference Manual [16]. 

3.2.3.2 COMDYNA 767 A/D & D/A Control Panel organizes the 

control system by interconnecting its component parts as 

seen from Figure 3.2.1. Operation of the 767 requires the 

connection of two cables; 7905 cable and GP-6 cable. 

Pigure 3.2.2 shows a schematic of interconnections between 

GP-6, 767 panel and 7905 board. The following covers 

necessary details of the 767 panel as seen in Figure 3.2.3. 



C:P-6 DATA COMMECTO\ll 1 
Aap 1 HO 
A• p 2 H2 
Amp 3 H4 
Amp 4 H6 
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- C4e C4 

I I 
H1 -- HJ 

767 PANEL H5 
H7 Vee-

,, 
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Cl 
C6 
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HDAC Lout 

HDAC Rin 
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Figure 3. 2. 2 Schematic diagram of hardware interconnections[16]. 
A 
U1 
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C
onversion •••.• Table 3.2.3 shows relations of the 7905 

A/D 
addresses, 7905 connector terminations and the aultiplexer 

767 
inputs, which consist of four trunked GP-6 amplifier 

outputs and four 767 patch panel inputs. 

A/D CONVERTERS 

A4 AS MUX A6 A7 

©©©©© 
Ref, Re~ 

+10 -10 Agna -10 +10 

©©©©© 
MDAC 

DIA CONVERTERS 

VDAC RDAC 

©©©©© 
1/p o/p o/p 1/p 

Pigure 3.2.3 A/D and D/A section of 767 control panel. 

TABLE 3.2.3 

Multiplexer addresses of 7905. 

GP-6/767 locations Multiplexer Addr. 7905 

GP-6/Amp#l 00 

GP-6/Amp#2 02 

GP-6/Amp#3 04 

GP-6/Amp#4 06 

767 A4 08 

767 AS OA 

767 A6 oc 
767 A7 OE 

connector 

MO 

M2 

M4 

M6 

Ml 

M3 

MS 

M7 



Multiplexer----- The multiplexer is the output of the 

. iexer (MX at the data connector in Figure 3-2-2) 
•u1t1P 

. his also input to the A/D converter­
wh1C 
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7905 

D/A conversion- - - - - "LDAC" and "RDAC" are multiplying D/A 

converters- Each attenuates a patched analog input and 

produces an analog output that is the input multiplied by 

the digital data word setting_ "VDAC" has the same 

circuitry as LDAC and RDAC only the input is fixed at a +10 

volts reference rather than a patched variable- In this 

thesis, +10 volts reference is also used for LDAC and RDAC 

patched inputs-

3.2.3.3 DAS-8 Interface board is chosen to perform sampling 

time setting and to check whether the sampling time is over 

or not, which are required to run the control algorithms in 

real time. Four operation modes are used as follows: 

1. Mode o (Initialize DAS-8 board) is used· to set base 

address 300Hex (as default) for DAS-8 board. This mode has 

to be set before using other modes. 

2. Mode 10 (Configure DAS-8 timer/counter) is used to 

configure the DAS-8 timer/counter which is the advanced 

Intel 8254 timer/counter providing 3 x 16-bit count down 

registers. 

The counter #0 and counter #2 are set to operate 

configuration o and 3 respectively. Brief explanations for 

tbese two configurations are given as follows: 



f
·guration o ••••• Pulse on terminal count. 

con 1 
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After loading the counter, the output goes low. 

counting is enabled when the gate input is high (forces the 

output to go low) and continues until the count reaches 

zero. Then the output will go high and remain high until 

the counter is reloaded by a programmed command. 

configuration 3 ....• Square wave generator (N count). 

After loading the counter, the output goes high for 

half the count and low for the other half. If N is even, a 

symmetrical square wave output is obtained. If N is odd, 

the output is high for (N+l)/2 counts and low for (N-1)/2 

counts. 

3. Mode 11 (Load timer/counter) is used to start the 

selected timer counter from mode 10. 

4. Mode 13 (Read digital inputs IPl-3) is used to read 

state of digital inputs. By wiring the output of 

counter #Oto the IPl and using programmed commands, 

sampling time checking can be achieved. 

Concerning the sampling time setting, counter #2 

configuration 3 is set using mode 10 and started to 

generate a square wave by loading mode 11 with count 

ft\llllber. It is appropriate to set count number= 378 to 

obtain frequency~ 10 kHz which is fast enough to use as an 

input clock for counter #O. Then the counter #0 
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configuration o in mode 10 is set and started by loading 

_,de 11 with counter number suitable for each desired 

i Period. The output of counter #0 is forced to go .-pl ng 
the counter #0 starts to count down as soon as the 

10w, 
next coming clock input arrives and it continues until the 

reaches zero, then the output of counter #0 goes 
count 

bigh. Mode 11 is reloaded again with the same count number 

to start the next sampling period. 

concerning sampling time checking, after calculations 

in each sampling period, IPl is checked by program 

commands. If it goes high before calculations are 

finished, sampling time is too short. The count number for 

counter #0 configuration o has to be reset. 

The timing diagram for sampling time setting is shown 

in Figure 3.2.4. Figure 3.2.5 shows the wiring diagram 

required for the above operation modes. More details of 

operation modes can also be found in DAS-8 User's Manual 

(17]. 

o/p 

COUNTER #2 

o/p 

COUNTER #0 

10 kHz clock 

JDruU1Jl -----

_I\\....--__ /\,_ 
T--------

fiCJUre . 3 .2.4 Timing diagram of uniform sampling period T. 
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Go\TI: I 
1M' I 
GND 
Go\TI: 2 
1M' 2 
GND 
INT IN 

TO DAS-8 

BOARD 

DAS-8 EXTENTION BOX 

Figure 3.2.5 Wiring diagram required for DAS-S. 

J.3 Computer Software 
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The control program is written in Micro-soft Advanced 

BASIC language (BASICA), compiled by the BASIC compiler, 

and then linked to "DASS.OBJ" Assembly program in order to 

use DAS-a operation modes by CALL statements. Explanations 

Of compile and link programs can be seen in MS-DOS 

Operation Manual [19). The format of CALL statements is in 

the form 

CALL DASS (MD%,IP%,FLAG%) 

MD% is mode number, 

IP% is data such as count number, 

Flag% is error flag. 
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operation modes of the 7905 board is selected by OUT or INP 

statement with specified address given in section 3.2.3.1. 

Brief explanations for the control program are in steps as 

follows: 

pin program 

step 1. Initialize DAS-8 set address to 300 Hex. 

step 2. set counter #2 with configuration 3 for generating 

square wave used as a real time clock for step 3. 

Then, load the counter with count number equal to 

378 to start clock at frequency~ 10 kHz. 

step 3. Set counter #0 with configuration o preparing for 

the output sampling period count. 

Step 4. Initialize the control inputs, set GP-6 to initial 

condition mode and Set A/D input address to the 

1st output y 1 of the plant. 

Step 5. Set parameters in mode 11 and mode 13 and select a 

count number for the output sampling period T. 

Also, select the reference input if required. 

8tep 6. Set GP-6 to operation mode and perform the control 

algorithm by calling MRC subroutine. 

Note that the program is loop running at step 6 until the 

•pl" k ey is pushed to end the program. 
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This subroutine is composed of control algorithms 
l• )lBQ: 

multirate sampled-data control law in equation 
for the 

(2.2.24), 

the multiplexed output mentioned in section 2.3, MRC ror 
bas algorithms started from the beginning of the kT0

th 

frame period as shown below. 

k1'
0

th - start counter #0, config.o by using Call DASS 

(mode 11) to count for sampling period T. 

- Update control input and perform A/D 

conversion simutaneously. (It is done by one 

OUTPUT command mentioned in section 3.2.3.1). 

- Obtain the sampled-data output y 1 (kT0 ). 

- Transform into 2's complement word and scale 

to± 10 volts range by using subroutine 

SCALE-DATA. 

- Multiply y(kT0 ) to the related element of the 

H matrix, 

- Check whether there is sufficient time 

between samples or not by calling subroutine 

CHECK-TIMING. 

- Start counter #0 for sampling period T. 

- Perform A/D conversion. 
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- Obtain y1 (kT0 +T). 

- call SCALE-DATA. 

- Multiply y1 (kT0 +T) to the related element of 

the H matrix and add to the last subinterval 

period, 

yk = h12*Y1(kTo+T) + Yk. 

- Call CHECK-TIMING. 

(kT0 +2T) 
th 

} 
Obtain Yi(kT0 +µT) for i=l, ••. ,p by 

• . using the same algorithm as at 

(k;o+ (N-2) T) th (kTo+T)th sampling period. 

Note that for multiple outputs plant, the A/D input 

address is set to the next output before calling 

subroutine CHECK-TIMING during the last subinterval of 

the present output. 

(kT0 + (N-1) T) th - Start counter #0 for sampling period T. 

- Perform A/D conversion. 

- Obtain Yi(kTo+(N-l)T). 

- Call SCALE-DATA. 

- Calculate the control input for the 

(kT0 +T0 ) th frame period, 

Uk= M•Uk - yk + Nr•rk. 

- Separate Uk to high and low bytes. 

- Set A/D input address to the first 

channel. 

- Call CHECK-TIMING. 
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For multiplexed inputs and outputs mentioned in 

. 2.4, MRC has algorithms shown below. 
section 

- start counter #O for sampling period T. 

- Update control input u 1 • 

- Calculate control input u 2 , 

U2k = m21•U1k + m22•U2k - Y2k• 

- Separate u 2 to high and low bytes. 

- Call CHECK-TIMING. 

- start counter #0 for sampling period T. 

- Update control input u 2 . 

- Set A/D input channel to the first 

address. 

- Call CHECK-TIMING. 

- Start counter #O for sampling period T. 

- Perform A/D conversion. 

- Obtain y1 (kT0 +2T). 

- Call SCALE-DATA. 

- Multiply y(kT0+2T) to the related element 

of the H matrix, 

Y1k = h11*Y1(kT0+2T) 

Y2k = h21*Y1(kT0+2T). 

- Call CHECK-TIMING. 

- Start counter #0 for sampling period T. 

- Perform A/D conversion. 
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- Call SCALE-DATA. 

- Multiply y1 {kTO+3T) to the related element 

of the H matrix and add to the prior 

value, 

Y1k = h12*Y1(kT0+3T) + Y1k 

Y2k = h22*Y1{kT0+3T) + Y2k· 

- Call CHECK-TIMING. 

- Start counter #0 for sampling period T. 

- Perform A/D conversion. 

- Obtain y1 {kTO+4T). 

- Call SCALE-DATA. 

- Multiply y1 {kTO+4T) to the related element 

of the H matrix and add to the prior 

value, 

Y1k = h13*Y1{kT0+4T) + ylk 

Y2k = h23*Y1{kT0+4T) + Y2k· 

- Set A/D input channel to the 2nd output 

address. 

- Call CHECK-TIMING. 

- Start counter #0 for sampling period T. 

- Perform A/D conversion. 

- Obtain y2 (kTO+5T). 

- Call SCALE-DATA. 

- Multiply y 2 (kTO+5T) to the related element 

of the H matrix and add to the prior 

value, 
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Y1k = h14*Y2{kTo+ST) + Y1k 

Y2k = h24*Y2{kTo+ST) + Y2k· 

- Call CHECK-TIMING. 

- start counter #O for sampling period T. 

- Perform A/D conversion. 

- Obtain y 2 {kT0+6T). 

- Call SCALE-DATA. 

- Multiply y 2 {kT0+6T) to the related element 

of the H matrix and add to the prior 

value, 

Y1k = h15*Y2{kT0+6T) + ylk 

Y2k = h25*Y2{kT0+6T) + Y2k• 

- Call CHECK-TIMING. 

- Start counter #O for sampling period T. 

- Perform A/D conversion. 

- Obtain y 2 {kTO+7T). 

- Call SCALE-DATA. 

- Multiply y 2 {kT0+7T) to the related element 

of the H matrix and add to the prior 

value, 

Y1k = h16*Y2{kTo+?T) + Y1k 

Y2k = h26*Y2{kT0+7T) + Y2k· 

- Calculate control input u1 , 

0 1k = m11°1k +m12°2k - Y1k· 

- Separate u1k into high and low bytes. 

- Set A/D input channel to the first output 

address. 
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- Call CHECK-TIMING. 

2
• §.9ALE-DATA: The result obtained from A/D coversion both 

high and low bytes are transformed to 2's complement word 

and scaled to ±10 volts range. 

3• g_BICK-TIMING: Mode 13 of DAS-8 functions is loaded to 

check whether setting time Tis sufficient to perform 

calculations or not. 

Flow charts of the main program and subroutines are 

shown in Figures 3.3.1-3.3.5. 



NO 

Figure 3.3.1 

START 

STEP 1 , 

- INITIALIZE DAS-8. SET BASE 
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STEP 2 , 

- SET COUNT I= 378 
- LOAD COUNTER tO, CONrIG 3 

TO START CLOCK 10 kHz 

STEP 3 , 
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SAMPLING PERIOD T 

STEP 4 , 
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.Flow chart of the main program. 
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( START ) 

l 
ALGORITHM STARTS AT 
KT o TH PERIOD. 

- CALL DASS 
- UPDATE U AND DD AID 

CONVERSION 
- CALL SCALE-DATA 
- DD CALCULATION 
- CALL CHECK - TIMING 

l 
ALGORITHM STARTS AT 
(KTo+ T>TH PERIOD , 

- CALL DASS 
- DD AID CONVERSION 
- CALL SCALE-DATA 
- DD CALCULATION 
- CALL CHECK-TIMING 

l 
ALGORITHMS START AT 

(KTo+2THH PERIOD , 

(KT o+(N-2HHH PERIOD 

l 
ALGORITHM STARTS AT 
(KTo+(N-DT)TH PERIOD . 

- CALL DASS 
- DD AID CONVERSION 
- CALL SCALE-DATA 
- DD CALCULATION 
- CALCULATE U AND 

SEPARATE U TD HIGH 
AND LD\J BYTES 

- SET AID ADDR BACK 
TO THE 1st OUTPUT 

- CALL CHECK-TIMING 

l 
( RETURN) 

rigure 3.3.2 Flow chart of MRC subroutine for 
multiplexed outputs. 
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START 

ALGORITHM STARTS AT 
KT o TH PERIOD , 

- CALL DASS 
- UPDATE U1 
- CALCULATE U2 
- SEPARATE U2 TO HIGH 

AND LO\./ BYTES 
- CALL CHECK-TIMING 

ALGORITHM STARTS AT 
<KTo+ T)TH PERIOD, 

- CALL DASS 
- UPDATE U2 
- SET AID INPUT ADDR 

TO THE 1st OUTPUT 
- CALL CHECK-TIMING 

ALGORITHM STARTS AT 
<KTo+2T)TH PERIOD, 

- CALL DASS 
DO AID CONVERSION 

- CALL SCALE-DATA 
- DO CALCULATION 
- CALL CHECK-TIMING 

ALGORITHM STARTS AT 
<KTo+3T)TH PERIOD, 

- CALL DASS 
- DO AID CONVERSION 
- CALL SCALE-DATA 
- DO CALCULATION 
- CALL CHECK-TIMING 

ALGORITHM STARTS AT 
<KTo+4THH PERIOD, 

- CALL DASS 
- DO AID CONVERSION 
- CALL SCALE-DATA 
- DO CALCULATION 
- SET AID INPUT ADDR 

TO THE 2nd OUTPUT 
- CALL CHECK-TIMING 

ALGORITHM STARTS AT 
<KTo+5T)TH PERIOD, 

- CALL DASS 
- DO AID CONVERSION 
- CALL SCALE-DATA 
- DO CALCULATION 
- CALL CHECK-TIMING 

ALGORITHM STARTS AT 
<KTo+6 T>TH PERIOD, 

- CALL DASS 
- DO AID CONVERSION 
- CALL SCALE-DATA 
- DO CALCULATION 
- CALL CHECK-TIMING 

ALGORITHM STARTS AT 
<KTo+ 7THH PERIOD, 

- CALL DASS 
- DO AID CONVERSION 
- CALL SCALE-DATA 
- DO CALCULATION 
- CALCULATE U1 
- SEPARATE U1 TO HIGH 

AND LO\./ BYTES 
- SET AID INPUT ADDR 

TO THE 1st OUTPUT 
- CALL CHECK-TIMING 

RETURN 

figure 3.3.3 Flow chart of MRC subroutine for 
multiplexed inputs and outputs. 

60 



Figure 3.3.4 

NO 

Figure 3. 3 • 5 
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Flow chart of SCALE-DATA subroutine. 
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END 

RETURN 

Flow chart of CHECK-TIMI1'G subroutine. 
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CHAPTER IV 

APPLICATION EXAMPLES 

62 

In this chapter, three application examples using 

multirate sampled-data control law are presented in section 

4 • 2 , 4.3 and 4.4 respectively. These are the 2nd order 

plant with single input single output, the 4th order plant 

with one input and two outputs, and the 4th order plant 

with two inputs and two outputs. The first two examples 

use the multirate sampling mechanism and the designs 

presented on section 2.3 while the last example uses the 

mechanism and the design presented in section 2.4 in 

Chapter II. In section 4.5, the Computer Simulation 

results of all examples are shown and compared with the 

Real-time results. An Interactive Computer-aided Control 

Design software, Program CC [18), is used to help in design 

calculations and to simulate the results. Listings of cc 

programs and control programs for all designs are given· in 

Appendices A-E. 

4 .2 Example 1: The 2nd order plant with 1 input and 1 
output 

Consider state-space coefficient matrices of the 

controllable and observable analog plant as follows: 
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1 ] , 
-1 

C = [ 1 o ], and D = (O]. 

The opened-loop transfer function of this plant is given by 

1 
s(s+l) 

It shows that this plant has no invariant zero at origin 

and has opened-loop poles at 0 and -1 in the s-plane. 

suppose that the servo design for this plant is to be 

obtained. Design parameters are chosen as follows: 

Frame period T0 = .09 second 

Desired closed-loop poles= -1 ± jl (s-plane). 

Transform to the discrete-time closed-loop poles 

( on z-plane ), therefore 

C.L. Poles= exp(sT0 ) 

= .910232261 ± j.082142809 

Wheres= s-plane poles. 

The coefficient matrices of the zero-order hold equivalent 

•Odel for the plant with a frame period .09 second are 

0. 0860688 ] , 
0.9139312 

r = [ 0.0039312], 
0.0860688 



C == [ 1 0 ] ' and D = [O]. 

r esult of the feedback gain matrix obtained by pole 
'fh8 
assignment at desired pole locations is 

F = [ 1.911350 0.9986520 ]. 

Rf&iqD 1: since the plant has OIV = (2), let the output 

aultipliciity N1=2. From equation (2.3.2), the uniform 

output sampling period is 

T = .09/2 = .045 second. 

The multirate output sampling mechanism of this plant is 

shown in Figure 4.2.1. 

u(kT0 ) u( (k+l )T0 ) 

u 

Pigure 4 • 2 • 1 

(k+l)T0 (k+2)T0 

Multirate output sampling mechanism for a 
single input and single output plant with 
N1=2. 
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S
een from Figure 4.2.1, the multirate output sampling 

AS 

JDecbanism is 

yl(kT0 ) = Cx(kT0 ) 
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In this case, the coefficient matrices of the zero-order 

hold equivalent model with output sampling period T = .045 

second is given by 

0. 0440025 ] , 
0.9559975 

0.0009975]. 
0.0440025 

From a basic formula in equation (2.3.6), the results of 

Y(kT0 ), C and Gare 

= 

C = [ ~ 0 ] , 
0.0440025 

and 

G = 
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Therefore 

--1 
C = 

[ -22.~2597 
0 ] • 

22.72597 

Then, the results of the matrix Hand M are obtained from 

equation (2.3.12) and (2.3.13) respectively as follows: 

H = [ -22.56922 24.48057] 

M = [ -0.0690478 ]. 

Next, consider a de gain Nr for tracking a reference step 

input. The output of this system is 

and there is no steady state error for type 1 system. From 

the state variable feedback control law in equation 

(2.2.25) at steady state, both the control input and the 

state x2 go to zero. Then the control law becomes 

Since x(kT0 ) = r(kT0 ) is desired, then Nr must be chosen as 

Nr = f1 = 1.91135. 

Design 2 Since 

rank [ A 

C 

0 1 
0 -1 
1 0 

2+1 = 3, 



Ugmented system has OIV = (3). Therefore let the 
the a 
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output multiplicities N1 = 3. The uniform output sampling 

period Tis 

T = T0 /N = .09/3 = .03 second. 

The multirate output sampling mechanism in this case is 

shown in Figure 4.2.2. 

u 

y 
-,_ - -'- - - L - _, _ - -, - - -, - -

(k+l)T
0 

(k+2)T
0 

Figure 4.2.2 Multirate output sampling mechanism for a 
single input and single output plant with 
N1=3. 

Prom Figure_4.2.2, the multirate output sampling mechanism 

is 



Coefficient matrices of the zero-order equivalent 
'!'be 

models for this plant with output sampling period T (.03 

second) and 2T (.06 second) are obtained respectively as 

follows: 

0.9704455 

0. 0295545 ] 

' 0.0295545 

0. 0004455 ] 

' 

and 

[ 1 0.0582355 

•2 = 
0 0.9417645 

Therefore, 

and 

cc G] = [ 

= [ 

y(kT0 ) 

1 
1 
1 

] , [ 0.0017645 ] . r2 = 
0.0582355 

[y(kT0 ) ] 
= y(kT0 +T) , 

y(kT0 +2T) 

0 
0.0295545 
0.0582355 

0. 00~4455 ] . 
0.0017645 
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cc [
-50. 33;840 

1000.0945 

0 
67.33834 

-2.222.389 
-17.~0250]. 

1127.861 

The minimum H matrix is obtained by the following steps: 

substituting M = [OJ into equation (2.3.15) gives 

Ho= [ 49.99110 

since 

therefore 

Rx= [ 1 
-50.33584 

and 

Ru= [ 1094.528 

-135.1820 

0 
67.33834 

-2222.389 

87.10220 ]. 

-17.~0250 l 
1127.861 ]. 

SUbstituting H0 and Ru into equation (2.5.23) gives 

M = [-0.0611929 ]. 
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The matrix H minimum is obtained by using equation (2.3.15) 

again. 



Therefore 

Hmin = [-16.98622 0.8124516 18.08512 ]. 

4
• 3 Example 2: The 4th order plant with 1 input and 2 

outputs 

consider state-space coefficient matrices of the 

controllable and observable analog plant as follows: 

A= [ -~ 

0 
-1 

0 
0 

0 
0 

-3 
0 

0 
0 

j l • B = [-n • 
1 
0 

1 
0 

and 
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The opened-loop transfer functions of this plant are given 

by 

Y1 = (s+.999) (s+5) (s+2) 
u s (s+l) (s+2) (s+3) 

and 

Y2 = (s+3) (s+.999) (s+l). 
u s (s+l) (s+2) (s+3) 

It shows that this plant has no invariant zeros at origin 

• nd has opened-loop poles at o, -1, -2, -3. Suppose that 

t.he regulator design is to be obtained (reference input=0). 



Choose: frame period T0 = .3 second, 

desired closed-loop poles= -.5, -1, -2, -3. 

Therefore, 

desired discrete poles= .904837418, .818730753, 

.670320046, and .548811636. 
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The coefficient matrices of the zero-order hold equivalent 

model with frame period T0 = .3 second for this plant are 

[ 

1. 000300 
t = 0.5184452 

-0.1978442 
0.2256314 

and 

0 
0.7408182 

0 
0 

0 
0 

0.4065697 
0 

r = [ g: !gg~~~~ l · 
-0.2318771 

0.2628010 

The result of the state variable feedback gain matrix 

obtained by the pole assignment method at desired poles 

becomes 

F = [0.4652377 -2.839783E-07 1.504320E-09 5.755672E-10) 

haiqn 1: Since the plant has OIV=(2,2), let output 

IIUltiplicities be N1 = N2 = 2. Then obtain the uniform 

output sampling period T from equation (2.3.2), 
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= .3/(2+2) = .075 second. 

Figure 4.3.l shows the multirate output sampling mechanism 

for this case. 

u( (k+l )T0 ) 

u 

Y 1 r- -r .' :::- :::1- - J - - - - - - - -
, - - - _I __ I_ ----..... 

--- - - [ - ..,_ 
--_I __ [_---

(k+ 1 )T
0 

(k+2)T
0 

Figure 4.3.1 Multirate output sampling mechanism for a 
1 input and 2 outputs plant with N1=N2=2. 

As seen from Figure 4.3.1, the multirate output sampling 

aechanism can be written as follows: 

Y1 (kT0) = c1x(kT0 ) 

Y1(kT0 +T) = C1x(kTo+T) = c1t 1x(kT0 ) + c1r 1u(kT0 ) 

Y2(kT0+2T) = C2x(kT0+2T) = c2t 2x(kT0 ) + C2r2u(kT0) 
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The I and r matrices for the zero-order hold equivalent 

aodels with sampling period T, 2T, and 3T respectively are 

[ 

1.0000750 

1 == 0 .1445185 
l -0.0671639 

o.0696487 

[ 

1. 0001500 
•2= 0.2786055 

-0.1208004 
0.1296011 

[ 

1.0002250 
13= 0.4030146 

-0.1636350 
0.1812078 

0 
0.9277435 

0 
0 

0 
0 

0.7985162 
0 

r1 = [ ~:~~~~~~~ ], 
-0.0697742 

0.0723231 

0 
0.8607080 

0 
0 

0 
0 

0.6376282 
0 

r 2 = [~:;~~~~ii], 
-0.1305276 

0.1397960 

0 
0.7985162 

0 
0 

0 
0 

0.5091564 
0 

r 3 = [ ~: !~~~~;! ] · 
-0.1840780 

0.2030947 

~ ] , 
0.8607080 

~ ] , 
0.7408182 

o. j6282 l · 



fore from equation (2.3.6), 
There 

[ 

yl (kT0 ) 

-(kT) = yl(kT0 +T) and G 
Y o y2 (kT0 +2T) 

wbere 

and 

y2(kT0 +3T) 

0 
0.0773546 
0.1296011 
0.1812078 

1 
0.9277435 

0 
0 

G = [ 0. 080~259 ]-
0 .1397960 
0.2030947 

Then 

= [-6.17~162 
7.179162 

0 

0 
7.738305 

-7.738305 
0 

1 
0.7985162 

0 
0 

-12.356000 
7.396222 

-7.396222 
3.511456 

o. 7J8182 l 
0.6376282 

14.355620 l 
-8.593184 

8.593184 
-2.511418 
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The results of matrix Hand matrix M calculated by equation 

(2.3.12) and equation (2.3.13) respectively are 

H = [ l.304340E-6 -1.632689E-6 -5.750199 6.680778] 

M = [ 0.4133836 ]. 



121•!-AA .2. 
Since 

0 0 0 0 1 
2 -1 0 0 2 

rank -1 0 -3 0 -1 = 4 + 1 = 5, 
1 0 0 -2 1 
0 1 1 0 0 
0 0 0 1 0 

the augmented system has OIV=(3,2). Let the output 

multiplicities be N1 = 3 and N2 = 2. The uniform output 

sampling period becomes 

T = .2/(3+2) = .04 second. 
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Figure 4.3.2 shows the multirate output sampling mechanism 

for this case. 

u 

kTO 

Pigure 4. 3. 2 

u( (k+l )T0 ) 

- _, L _1_ < 

-t_( ___ _ 

(k+l)T
0 

(k+2)T
0 

Multirate output sampling mechanism for a 
1 input and 2 outputs plant with N1=3 and 

.N2=2. 



in Figure 4.3.2, the multirate output sampling 
AS seen 

hanism can be written as follows. 
mec 
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The t and r matrices of the zero-order hold equivalent 

models for this plant with output sampling period T, 2T, 3T 

and 4T respectively are 

[ 

1. 0000600 
•1= 0.1164745 

-0.0549116 
0.0565415 

[ 

1. 0001200 
12= 0. 2261730 

-0.1007810 
0.1066927 

0 
0.9417645 

0 
0 

0 
0 

0.8352702 
0 

r1 = [ g:~~ggg~~ l, 
-0.0566067 

0.0582699 

0 
0.8869204 

0 
0 

0 
0 

0.6976763 
0 

o.J9204 ] • 

g ] , 
0.7866279 



r 2 = [ g: ;:ggg6~ ] , 
-1. 1718330 

0.1133433 

[ 

1. 0001800 
t ::: o. 3294901 

3 -o.1390976 
o.1511763 

0 
0.8352702 

0 
0 

0 
0 

0.5827483 
0 

r 3 = [ g: ;:gg~~; ] , 
-0.1527235 

0.1655818 

[ 

1. 0002400 
14= 0.4267975 

-0.1711056 
0.1906330 

and 

0 
0.7866279 

0 
0 

0 
0 

0.4867523 
0 

r 4 = [ g: ::gg~:~ ] · 
-0.1940570 

0.2153062 

Therefore from equation (2.3.6), 

-Y(kT0 ) = 
Y1X(kT0 ) 
Y1X(kT0 +T) 
Y1X(kT0 +2T) 
Y2X(kT0 +3T) 
Y2X(kT0 +4T) 

and [C G] = 

77 

• 0 l g I 

0.6976763 

~ ] , 
0.6187834 
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[C G] = 

0 1 1 0 0 

0 .0615628 0.9417645 0.8352702 0 0.0633934 

0 .1253920 0.8869204 0.6976763 0 0.1328173 

0 .1511763 0 0 0.6976763 0.1655818 
o.1906330 0 0 0.6187834 0.2153062 

and [C 

-1178.486 2662.264 -1498.150 -391. 4482 441.3566 
93.82704 -220.2887 129.2484 41. 48431 -46.77343 

-92.82704 220.2887 -129.2484 -41. 48431 46.77343 
24.27880 -54.84713 30.86441 12.57307 -12.56003 
973.6601 -2199.551 1237.765 310.4552 -350.0373 

The minimum H matrix is obtained as follows: 

Substituting M = [OJ into equation (2.3.18) gives 

H0 = [-412.5253 931.9170 -524.4225 -138.8340 156.5349] 

From equation (2.5.2), 

[-1178. 49 2662.264 -1498 . 150 -391.4482 441. 357 

l Rx = 93.8270 -220.2887 129.2484 41. 48431 -46.7734 
-92.8270 220.2887 -129.2484 -41. 48431 46.7734 

24.2788 -54.84713 30.86441 12.57307 -12.5600 

and 

Ru = [973.660 -2199.551 1237.765 310.4552 -350.0373 ] . 
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substituting H0 and Ru into equation (2.5.23) gives 

M = [.424]. 

Applying Minto equation (2.3.18) gives 

Huiin=[ . 3065341 -.6924752 .3896791 -7.200939 8.119036 ]. 

To see disturbance effects when the matrix His 

significantly large, choose the state transition matrix 

M= [.44]. 

The result of H matrix obtained from equation (2.3.15) is 

ff= [ 15.88510 -35.88528 2.019391 -2.233655 2.518439 ] 

The results of using Hmin in comparison with the results of 

using Hare given in section 4.5 as Example 2 Design 2 and 

Example 2 Design 2A, respectively. 

4.4 Example 3: The 4th order plant with 2 inputs and 2 
outputs 

The regulator design is to be obtained for the 

controllable and observable analog plant which has 

state-space coefficient matrices as follows: 

1 
0 
0 

-2 

0 
0 
0 
0 

B = [Bl B2] 



0 
0 

0 
1 
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~]•and D - [ ~ ~ ] . 
The opened-loop transfer functions of this plant are given 

bY 

Y1 = 1 
Ul (s2+1) 

Y1 = 2 
U2 s(s2+1) 

Y2 = -2 
Ul s(s2+1) 

and Y2 = (s+l.732051~(s-1.732051}. 
U2 s 2 (s +1) 

This plant has no zeros at origin and has opened-loop poles 

at o, o, and ±jl. 

Choose: frame period T0 = .2 second 

desired closed-loop poles= -.833±j.164, -1.364±jl.590. 

In this case, these poles are obtained from the analog 

optimal control design by using the Linear Quadratic 

Regulator (LQR) design for which the cost function is 

Where 

J = r
00

(xTQx + ruTRu)dt 
Jo 

Since Program cc does not have the discrete-time optimal 
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trol command available, the pole assignment technique is 
con 

d for the discrete-time design by transforming the 
use 

optimal analog poles to discrete-time poles. Therefore, 

the desired discrete-time poles= .846096645±j.027705397 

and .72306452±j.237997776. 

The t and r matrices of the zero-order hold equivalent 

~odel of this plant with frame period T0 = .2 second become 

[ 1. 0598000 
t = 0.5960080 

-0.0079840 
-0.1196005 

and 

[ 

0.0199334 
r = o .1986693 

-0.0026613 
-0.0398668 

0.1986693 
0.9800666 

-0.0398668 
-0.1397339 

0.0026613 l 
0.0398668 . 
0.0197337 
0.1946773 

0 0.0398668 

l 0 0.3973387 
1 0.1946773 
0 0.9202663 

Since a multivariable pole-placement algorithm was not 

available, the state-variable feedback gain matrix F was 

found by using a Weighted Least-Squares Approximation 

•ethod. The details of this method can be seen in Appendix 

F. The result gives the approximated value of the matrix F 

as shown below. 

3.589307 
0.120262 

1. 725144 
-1.688656 

-0.649064 
3.245327 

1. 519300 
2.403051 ] 
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equation (2.4.6), the t and r matrices of the zero­
rroro 
order hold equivalent model of the augmented discrete-time 

for this plant becomes 

tA= 

and 

1.059800 0.1986693 
o.5960080 .o. 9800666 

-0.0079840 -0.0398668 
-0.1196005 -0.3973387 

0 0 

0.0199334 
0.1986693 

rA= -0.0026613 
-0.0398668 

0 

0 0.0398668 
0 0.3973387 
1 0.1946773 
0 0.9202663 
0 0 

0.0017837 
0.0305469 
0.0151563 
0.1714326 

1 

0.0008776 
0.0093199 
0.0045773 
0.0232448 

0 

To find the feedback gain [F G] for the augmented system, 

use another approximation by 

Therefore, the matrix [F G] becomes 

[ 
3.5893070 1. 7251440 -o. 6490643 
0.1202620 -1.6886560 3.2453270 

1.5193000 
2.4030510 

.haiqn 2 : Only Design 2 is presented for Example 3. 

Since T0 =.2 second, therefore the output sampling period T 

is obtained by 

' 



T = .2/8 =.025 second. 

'l'be multirate output sampling mechanism of this plant is 

shown in Figure 4.4.1. 

TJ-c- <..._ __ ]]] ____ _ 
- - - - -

1 7 -, 

> 
.... - - I_ L I _ - - - -

:1 -( [ - - -- -

::,. <CL -

(k+l)T0 (k+2)T0 

Figure 4.4.1 Multirate output sampling mechanism for a 
2 inputs and 2 outputs plant with N1=N2=3. 
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As seen from Figure 4.4.1, a basic formula of the multirate 

output sampling mechanism is 

Y1(RT0 +2T) Cl 0 
Y1(kT0 +3T) C1IT C1rT 
Y1(kT0 +4T) = C112T x(kT0 +2T) + c1r2T u(kT0 ). 
Y2(kT0 +5T) C2IJT c2rJT Y2(kT0 +6T) C2 14T c2r4T Y2(kT0 +7T) C21ST C2rsT 



Tbe I and r matrices of the zero-order hold equivalent 

aodels of the plant at output sampling period T, 2T, 3T, 

4
T, and ST respectively are 

[ 1. 0009370 
1 = 0 .0749922 

T -o.0000156 
-0.0018749 

[ 

0.0003125 
rT= 0.0249974 

-0.0000052 
-0.0006250 

[ 

1. 0037490 
t 2T= 0.1499375 

-0.0001250 
-0.0074984 

[ 

0. 0012497 
r2T= 0.0499792 

-0.0000417 
-0.0024995 

[ 

1. 0084340 
l3T= 0.2247891 

-0.0004218 
-0.0168671 

[ 

0.0028112 
r3r 0.0149291 

-0.0001406 
-0.0056224 

0.0249974 
0.9996875 

-0.0006250 
-0.0499948 

0. 0000052 l 
0.0006250 , 
0.0003124 
0.0249896 

0.0499792 
0.9987503 

-0.0024995 
-0.0999583 

0.0000417 ] , 
0.0024995 
0.0012490 
0.0499167 

0.0749297 
0.9971888 

-0.0056224 
-0.1498594 

0. 0001406 ] , 
0.0056224 
0.0028072 
0.0747188 

0 
0 
0 
0 

0 
0 
0 
0 

0 
0 
0 
0 

0.0006250 l . 0.0499948 
0.0249896 
0.9987501 

0. 0024995 l 
0.0999583 , 
0.0499167 
0.9950010 

0.00562241 
0.1498594 , 
0.0747188 
0.9887553 
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[ 1.0149880 
0.0998334 0 

_ o.2995002 0.9950042 0 
l4T- -0.0009995 -0.0099917 0 

-o.0299750 -0.1996668 0 

[ o. 0049958 0.0003332 l . r = 0.0998334 0.0099917 
4T -0.0003332 0.0049833 

-0.0099917 0.0993337 

[ 1. 0234070 0.1246747 0 
tsT= 0.3740242 0.9921977 0 

-0.0019516 -0.0156047 0 
-0.0468140 -0.2493495 0 

and 

[ 

0.0078023 
r5T = 0.1246747 

-0.0006505 
-0.0156047 

0. 0006505 l 
0.0156047 • 
0.0077718 
0.1236989 

The ref ore, ( c G] is 

1 0 0 0 
1.00094 .024997 0 .000625 
1.00375 .049979 0 .002410 

-.000422 -.005622 1 .074719 
-.000995 -.009992 1 .099334 
--001952 -.015605 1 .123699 
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0.0099917 l . 0.1996668 
0.0993337 
0.9800167 

0.0156047 l . 0.2493495 
0.1236989 
0.9687907 

0 0 
.000313 .000005 
.001250 .000042 

-.000141 .002807 
-.000333 .004983 
-.000651 .007772 



1 
-59. 910 

.50592 
-15.823 
1617.6 
202.12 

0 
79.794 

-1.0137 
31.697 

-3238.3 
-484.90 

0 
-19.884 

.50781 
-15.873 

1617.7 
282.79 

0 
.67414 
10.051 

-181. 331 
281.77 

1617.86 

0 
-1. 3483 
-15.101 
322.662 

-483.537 
-3235.71 

0 
• 67414 
6.0505 

-141.33 
201. 77 
1617.9 
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From equation (2.4.15), the t and r matrices of the zero­

order hold equivalent model with output sampling period 6T 

is 

[ 

1. 0336870 
tGT = 0.4483144 

-0.0033712 
-0.0673735 

and 

[ 

0.0112289 
r6T = 0.1494381 

-0.0011237 
-0.0224578 

0.1494381 
0.9887711 

-0.0224578 
-0.2988763 

0. 0011237 l 
0.0224578 • 
0.0111657 
0.1477525 

0 
0 
1 
0 

0. 0224578 l 
0.2988763 , 
0.1477525 
0.9550843 

The matrix H minimum can be determined by the following 

steps: 

Letting M 

1:he result of H0 obtained from equation (2.4.19) is 

[ 
345.95 

-316.57 
-776.96 

701.80 
434.61 

-385.13 
136.10 
103.84 

-332.31 
-307.04 

195. 57 ] 
206.45 
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In this case, Rx = 

[-59\10 
0 0 0 0 0 

79.794 -19.884 0.6741 -1.34827 0.67414 

o.5059 -1. 0137 0.5078 10.0510 -15.1011 6.05050 

-15.823 31.697 -15.8732 -181. 330 322.6615 -141. 331 

and Ru = 

[1617. 62 -3238.32 1617.69 281.770 -483.540 201. 770 ] . 
202.116 -484.902 282.786 1617.86 -3235.71 1617.86 

substituting H0 and Ru into equation (2.5.23) gives 

M = [-0.229871 
0.236488 

-0.0685321] 
-0.1303905 

which has its eigenvalues= -.1801308±j.1171876 (within a 

unit circle). Substituting Minto equation (2.4.18) gives 

the result of the matrix H minimum. Therefore, 

Hmin = 

[
-39.752 .66438 43.366 

39.648 -.80162 -39.435 
-39.551 
-40.482 

.588604 

.515322 
38.3129 ] 
43.2118 

l 

Analog models of all three examples are implemented on 

tbe GP-6 analog computer, and their circuit diagrams are 

Shown in Appendix G. The M, H, and Hmin matrices obtained 

from all designs are applied in the multirate sampled-data 

control law in equation (2.2.24), 
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for implementing the multirate sampled-data controller. 

The results from Computer Simulation and Real-time 

implementation of all designs are presented in section 4.5. 

5 computer simulation and Real-time Results ,. 
This section shows the Computer Simulation results in 

comparison with the Real-time results. 

Figures 4.5.1-4.5.3 show the results of Example 1 Design 1. 

Figures 4.5.4-4.5.6 show the results of Example 1 Design 2. 

Figures 4.5.7-4.5.9 show the results of Example 2 Design 1. 

Figures 4.5.10-4.5.12 show the results of Example 2 Design 

2. Figures 4.5.13-4.5.15 show the Real-time results of 

Example 2 Design 2 and compared with the Real-time results 

of Example 2 Design 2A (on page 79) to see the effects of 

disturbances when Hmin and Hare used. Figures 4.5.16-

4.5.19 show the results of Example 3 Design 2. 

Brief explanations of two options in program cc that are 

used for simulating the results of each design are given in 

Appendix H. 
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Pigure 4.5.1 Output signals of Example 1 Design 1. (a) Simulated 
output signal; (b) Real-time output signal. 
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Figure 1.5.2 State x2 signals of Example 1 Design 1. (a) Simulated 
state x2 signal; (b) Real-time state x2 signal. 
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Figure 4.5.4 Output signals of Example 1 Design 2. (a) Simulated 
output signal; (b) Real-tine output signal. 
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comparing the simulated results to the real-time 

results indicates that the multirate sampled-data 

controllers will perform well in the designs used for the 

servo problem in Example 1 and the regulator problems in 

Examples 2 and 3. 

However, there are some problems discovered during 

experiments which are due to limitations of the hardware 

used in this thesis that degrade the capability of the 

multirate sampled-data controller as follows: 

1. Since the GP-6 analog computer restricts the maximum 

voltage output of each amplifier to ±10 volts reference, an 

amplifier overload will occur when any control input signal 

causes an amplifier output voltage to be greater than ±10 

volts. The controller will fail to control a plant even 

though simulated results using the same design come out to 

be satisfactory. After many experiments, it is observed 

that if the first control input signal obtained from 

calculations (the control input signal o volt is sent at 

start of a control process) is greater than ±10 volts, it 

Will cause an amplifier output to overload and will cause 

the controller to fail to control a plant. Since the state 

variable feedback gain matrix F directly affects the Hand 
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M matrices in both designs, desired pole locations of the 

closed loop system must be carefully selected in order not 

to force the system to go to a steady state too fast. 

2 . The controllers perform well for specific plants. For a 

stable plant, there is more flexibility to adjust the 

feedback gain matrix F for the desired pole locations since 

the obtained matrix Fis not large enough to cause the 

above problem if the closed-loop poles are not moven too 

far. For an unstable plant, large gains are required to 

move unstable poles to the left half plane (or within a 

unit circle when transformed to discrete-time system) in 

order to make the closed-loop system stable. This will 

cause control input signals to be significantly large, and 

make the amplifier output of GP-6 overload. 

3. As mentioned in section 2.5, there are disturbances 

while implementing the controller. First, an error occurs 

in measurement of Y(kT0 ) due to a sampling time error. 

A sampling time error is made by mis-counting the clock 

pulses or delays in execution commands even though the 

counter in the Intel 8254 programmable interval timer used 

in DAS-8 board is considered to be an accurate counter and 

the control program compiled by the BASIC compiler is 

considered to be real-time software. Second, there is a 

quantization error associated with the conversion. For the 

79os board, an Analog Device Integrated Circuit ADC 574 

chip, which is a 12-bits successive approximation 
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converter, is used. It allows the maximum percent error to 

be .0244% or 2.44 mV for 10 volts span [21). This error is 

interpreted as random noise introduced into the controller. 

observe that the effect of disturbances to the system 

performance is clearly seen in the results of Example 2 and 

Example 3 by choices of the H matrix obtained from 

calculations. It requires time-consuming effort to adjust 

control parameters in both designs to obtain good system 

performance. 

s.2 summary 

In this thesis, a multirate output sampling mechanism 

was modified to include multiplexed outputs and multiplexed 

both inputs and outputs. Two designs to obtain the state 

transition matrix and the input gain matrix of the 

multirate sampled-data controller were presented based on 

theorems in reference [l]. Control algorithms for the 

multirate sampled-data controller were developed and 

successfully implemented on an EVEREX 286 microcomputer, an 

IBM PC/AT compatible, which has a 7905 multiplexed A/D and 

0/A converter board as an interfacing unit and a DAS-8 data 

acquisition board as a real-time clock generator. Finally, 

three application examples were investigated and it was 

shown that the multirate sampled-data control law can be 

made equivalent to the state variable feedback control law 

from a single input single output system to a multiple 

inputs and outputs system. 
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5 .3 suggestions for future work 

More application examples should be further 

investigated by using the multirate sampled-data control 

iaw, especially the MIMO plants, when hardware which would 

permit simultaneously updating of all control input signals 

becomes available. It is also possible to modify the 

present hardware used in this thesis to allow the update of 

control input signals simultaneously and use designs 

presented in section 2.3 for the MIMO plant instead of the 

design in section 2.4 which requires complicated 

modifications of the discrete-time state-space dynamic 

model. 

To improve the system performance, the stochastic 

disturbance modeling could be the subject of another study 

for noise disturbances to the multirate sampled-data 

controller together with choosing control parameters to 

minimize disturbance effects presented in this thesis. 
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APPENDIX A 

Tbe listing of a cc program for Example 1 Design 1. 

state 
pen 

pl 
exp,pl,p2,.045 
unpack,p2,p3,p4,, 
analog 
exp,pl,pS,.09 
unpack,p5,p6,p7,p8,p9 
mult,pB,p3,plO 
para,pB,plO,pll,2 
inv,pll,pl2 
mult,p8,p4,pl3 
para,p9,pl3,p14,2 
poleplace,p5,p15 
mult,pl5,p6,pl6 
mult,pl6,pl2,pl7 
mult,p17,pl4,pl8 
mult,p15,p7,pl9 
subtr,pl8,pl9,p20 

To simulate the result. 

pack,p6,p7,pll,pl4,p55 
pen 

p56 
pen 

p57 
pen 

p58 
pack,p20,p56,p57,p58,p60 
para,p55,p60,p61,1 
sel,p61,p62,output,3,1,2 
feedback,6,p62,p63,3 
unpack,p63,p64,p65,, 
pen 

p66 
pen 

p67 
pa~k,p64,p65,p66,p67,p68 
ds1.m 

P68 
1,1,3 
l 
30,1 

Plot,p6B.y,a,a 

'Analog plant 
'Discrete-time model at T 
'p3=t1 , p4=r1 

'Discrete-time model at T0 
'p6=t, p7=r, pB=C, p9=[0) 

'pll = C 
1 pl2 = c-1 

'p14 = G 
'p15 = F matrix 

'H = Ftc-l 

'M = Ftc-lc; - Fr 

'Plant model with Y (kT0 ) 

'p56 = [-H Nr) 

'p57 = [1] 

'p58 = [O 0 OJ 
'Controller model 

'p66 = c matrix of C.L. system 

1 p67 = D matrix of C.L. system 

'Digital simulation 

'option 1, 1st i/p, Ref= 3v. 
'zero initial condition 
'maximum sample 



The listing of a control program for Example 1 Design 1. 

10 REN 11111111111111111111111111111111111111111111111111111111111111111111111 
20 REN EXANPLE I: DESIGN I updated 06/02/90 
30 REN STATE-SPACE NODEL: • 0 0 
40 REN X • 0 -1 X + 1 U 
89 REN 11111111111111111111111111111111111111111111111111111111111111111111111 
90 REN 
100 REN -----------STEP l:INITIALIIE DAS-8 NITH NODE 0-------------------------
110 NDX = 0 
120 BASADRX = •H300 'base address 
130 FLA6% = 0 
140 CALL DASS (ND1,BASADR1,FLA61l 
150 REN------------STEP 2:SET AND LOAD COUNTER 2,CONFI6. 3 -----------------
160 DIN D10%(21 
170 ND%= 10 '•ode 10 set config, 
180 DIOX(Ol = 2 'select counter 2 
190 DI0%(1l = 3 'set config,3 square •ave generator 
200 CALL DASS (ND%,Dl0%(0l,FLA6%l 
210 NDX = 11 '•ode ll load ti•er counter 2 
220 DI0%(1l = 378 'count nu•ber to generate 10 kHz clock 
230 CALL DASS IND%,Dl0%(0l,FLA61l 
240 REN------------STEP 3:SET UP COUNTER O AND CONFI6. 0----------------------
250 ND%= 10 '•ode 10 set config, 
260 DI0%(0l = 0 'select counter O 
270 Dl0%(1l = 0 'set config O pulse high on ter•inal count 
280 CALL DASS !ND%1Dl0%(0l,FLA6%l 
290 REN------------STEP 4:INITIALIIE CONTROL INPUT• 6P-6-------------------
300 KEY11l ON:ON KEY(ll 60SUB 440 'to exit use Fl 
310 l=O:Y=O 'initialize controller state 
315 OUT 798,Y:OUT 799,X 
320 OUT 784,2 'set IUX ch ANPl2 
322 OUT 785 18 'set c3 high--> 6P-6 IC •ode 
323 MAIT 786,414 '•ail for c2 is high IC •ode 
330 REN------------STEP 5:SET PARANETERS NODE 11 • 13------------------------
340 NDLX • 11 '•ode 11 load ti•er counter 0 
345 NDX = 13: IPl • 01 FLA61 • 0 '•ode 13 check digital i/p 
360 Dl0%(0l • 01DIO%(ll • 450 ' output sa•pling period 45 •sec 
370 INPUT"ENTER REFERENCE YALUE(-10 TO +10 voltsl";RK 
380 PRINT"INITLAL VALUE OF CONTROL• 0 volt' 
390 REN-------------STEP 6:PERFORN CONTROL ROUTINE----------------------------
400 OUT 785 10 '11t &P-6 OP •ode 
410 WAIT 78614 '•ail until op 1od1 11t 
420 60SUB 1000 
430 60TO 420 
440 END 
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1000 REN---------------SUBROUTINE NRC----------------------------------------
1005 CALL DASB l"DL1,DI0l(Ol,FLA6ll 
1010 OUT 798,Y '1et lo• byte YDAC l st1rt ADC 
1020 OUT 797,X 'set high byte YDAC 
1030 NAIT 786,B '•1it until ECH 
1040 60SUB 3000 
1080 YK=(-22,569221AAl 
1085 PRINT I Yl = ";AA 
1090 60SUB 2000 
1095 CALL DASB ("DLl,DIOl(Ol,FLA6ll 
1097 OUT 786,2 'set IUX 11pl2 l st1rt 1dc 
1098 NAIT 786,B '•1it until ECH 
1100 60SUB 3000 
1110 YK=(24.48057SAAI + YK 
1115 PRINT I Y2 = ";AA 
1250 UK=(-6.904775E-02SUKl-YK+(l,91135SRKI 
1260 PRINT I UK= ";UK 
1500 BB=IUKS2047l/10 'fro• bin1ry d1t1 word 
1510 IF BB< 0 THEN BB=409S+BB 'for1·2'1 co1ple1ent •ord 
1520 BC=INTIBB/16) '1eper1te h.byte 
1530 BD=BB-IBCl161 '1eper1te l,byte 
1540 BD=BDS16 'shift left 4 bits 
1550 X=BC:Y=BD 'prep1re to send DAC 
1560 IF Y > 255 THEN Y=255 
2000 REN---------------SUBRDUTINE CHECK-TI"ING--------------------------------
2020 CALL DASB l"Dl,IP1,FLA61l 
2030 IF IPl = 7 THEN PRINT "SETTING Tl"E TOO SHDRT":END 
2040 CALL DASB l"Dl,IP11FLA6ll 
2050 IF IP%<> 7 THEN GOTO 2040 
2060 RETURN 
3000 RE" --------------SUBROUTINE SCALE-DATA----------------------------------
3010 DA=INPl7871S16 'get d1t1 h,byte l 1c1le 
3020 DB=INPl786l/l6 '9et d1t1 l,byte • 1c1le 
3030 AA=DA+INT(DBl 'drop sense bits• co•bine H•L 
3040 IF AA> 2047 THEN AA=AA-4095 '1c1le neg1tive d1t1 
3050 AA=IAA/2047)110 'sc1le to 10 v,ref 
3060 RETURN 
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APPENDIX B 

The listing of a cc program for Example 1 Design 2. 

state 
pen 
pl 
exp,pl,p2,.03 
unpack,p2,p3,p4,, 
analog 
exp,pl,p5,.06 
unpack,p5,p6,p7,, 
analog 
exp,pl,pB,.09 
unpack,p8,p9,pl0,pll,pl2 
mult,pll,p3,pl3 
mult,pll,p6,pl4 
para,pll,pl3,pl5,2 
para,pl5,pl4,pl6,2 
mult,pll,p4,pl7 
mult,pll,p7,pl8 
para,pll,pl7,pl9,2 
para,pl9,pl8,p20,2 
para,pl6,p20,p21,3 
inv,p21,p22 
poleplace,p8,p23 
mult,p23,p9,p24 
mult,p23,plO,p25 
pen 
p26 
add,p25,p26,p27 
para,p24,p27,p28,3 
mult,p28,p22,p29 

To simulate the result. 

pack,p9,pl0,pl6,p20,p55 
pen 

p56 
pen 

p57 
pen 

p58 
Pack,p26,p56,p57,p58,p60 
;el,p61,p62,output,4,l,2,3 
eedback,6,p62,p63,4 

llnpack,p63,p64,p65,, 
Pen 

'Analog plant 
'Discrete-time model at T 
'p3=t1 , p4=r1 

'Discrete-time model at 2T 
'p6=t2 , p7=r2 

'Discrete-time model at T0 
'p9=t, plO=r, pll=C, pl2=[0) 

'pl6 = C 

'p20 = 
'p21 = 
'p22 = 
'p23 = 

G 
[C G) 

[C 
F matrix 

'Select desired M 

'H = [Ft Fr+MJ[C 

'Plant model with Y(kT0 ) 

'p56 = [-H Nr] 

'p57 = [l] 

'p58 = [O O O OJ 
'Controller model 
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P66 
Pen 

'p66 = C matrix of C.L. system 





The listing of a control program for Example 1 Design 2. 

10 REIi ltllllttllllltlttlttlttltttltltlttltttlllttllltttttttltltltltttltttlttl 
20 REIi EXAIIPLE I: DESIGN II · updated 06/02/90 
30 REIi STATE VARIABLE IIODEL: , 0 1 0 
40 REIi X = 0 -1 X + l U 
89 REIi tltlltltltlttlllltttltttlttttttllttttlltllttttttttttlttttlttltlttltltlt 
90 REIi 
100 REIi -----------STEP 1:INITIALIZE DAS-8 MITH "ODE 0------------------------
110 IIDX = 0 
120 BASADRX = •H300 'base address 
130 FLAGI = 0 
140 CALL DASS IIIDI,BASADRX,FLAGil 
150 REII------------STEP 2:SET UP COUNTER 2 AND CONFI6, 3----------------------
160 DIii DIDX12l 
170 IIDI = 10 '•ode 10 set config, 
180 DIDX!Ol = 2 'select counter 2 
190 DIOX(ll = 3 'set config,3 square wave generator 
200 CALL DASS l"DX,DIDXIOl,FLAGXl 
210 IIDX = 11 ' •ode 11 load -ti•er counter 2 
220 DIDXl1l = 378 'count nu•ber to generate 10 kHz clock 
230 tALL DASB IIIDX,DIOXIOl,FLAGXl 
240 REII------------STEP 3:SET UP COUNTER O AND CONFI6, 0----------------------
250 IIDX = 10 '•ode 10 set config, 
260 DIDXIOl = 0 'select counter 0 
270 DIDXlll • O 'set config O pulse high on ter•inal count 
280 CALL DASB IIIDX,DIDIIOl,FLAGXl 
290 REII------------STEP 4:INITIALIZE CONTROL INPUT •GP-6----------------------
300 KEY(ll DN:DN KEY(ll 60SUB 440 'to txit progra•, use F1 
310 X=O:Y=O:X1K=O:X2K=O 'initi1lize controller state 
315 OUT 798,Y:DUT 799,X 
320 OUT 784,2 'stt IUX ch AIIPl2 
322 OUT 785,B 'set c3 high--> GP-6 IC •ode 
323 MAil 786 1414 'wait for c2 is high IC •ode 
330 REII------------STEP 5:SET PARAIIETERS IIODE 11 • 13-------------------------
340 IIDLX = 11 '•ode 11 load ti•er counter 0 
345 IIDX • 131 IP%= O: FLAG%• 0 '•ode 13 check digital i/p 
360 DIOX(Ol • O:Dl01(1l • 300 'output sa•pling period= 30 •sec 
370 INPUT'ENTER REFERENCE VALUE(-10 TD +10 voltsl";Rk 
380 PRINT'INITLAL VALUE OF CONTROL• 0 volt" 
390 REII------------STEP 6: PERFDRII CONTROL RDUTIIE----------------------------
400 OUT 785 10 '11t GP-6 DP •ode 
410 MAil 78614 'wait until op •ode set 
420 GOSUB 1000 
430 &OTO 420 
440 END 
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1000 RE"·---------------SUBROUTINE "RC----------------------------------------
1005 CALL DASS l"DL%,DI0%10l,FLA6%l 
1010 OUT 798,Y 'set lo• byte VDAC l st1rt ADC 
1020 OUT 797,1 'set high byte VDAC 
1030 NAIT 786,8 '••it until ECH 
1040 60SUB 3000 
1080 Yk=l-l6,986221AAl 
1085 PRINT 'Yl = ';AA 
1090 60SUB 2000 
1095 CALL DASS t"DL%,DI0%10l,FLA6%l 
1097 OUT 786,2 'set IUX ilpl2 l start idt 
1098 NAIT 786 18 '••it until ECH 
1100 60SUB 3000 
1110 Yk=l.81245161AAl + Yk 
1115 PRINT 'Y2 = ';AA 
1120 60SUB 2000 
1130 CALL DASS l"DL%,DI0%(0l,FLA6Il 
1140 OUT 786,2 'set IUX ilpl2 ind st1rt Ide 
1150 NAIT 786,B '•1it until ECH 
1160 60SUB 3000 'get sa1pled-d1ta 
1170 Yk=ll8,085121AAl + Yk 
1180 PRINT' Y3 = ';AA 
1250 Uk=l-6.119289E-021Ukl-Yk+ll,911351Rkl 
1260 PRINT' 
1500 BB=IUk12047l/10 
1510 IF BB< 0 THEN BB=4095+BB 
1520 BC=INTIBB/161 
1530 BD=BB-tBCl16l 
1540 BD=BDl16 
1550 l=BC:Y=BD 
1560 IF Y > 255 THEN Y=255 

Uk= ';Uk 
'fro• binary data •ord 
'for• 2's co1ple1ent •ord 
'seperate h.byte 
'seperate I.byte 
'shift left 4 bits 
'prepare to send DAC 

2000 RE"·---------------SUBROUTINE CHECk-TI"ING-------------------------------
2020 CALL DASS ("D%,IP%,FLA6%l 
2030 IF IP%= 7 THEN PRINT 'SETTING TI"E TOO SHORT':END 
2040 CALL DASS l"D%,IP%,FLA6Il 
2050 IF IP%<> 7 THEN GOTO 2040 
2060 RETURN 
3000 RE"·---------~-----SUBROUTINE SCALE-DATA---------------------------------
3010 QA=INPl787lll6 'get dat• h,byte l scale 
3020 DB=INPl786l/16 'get d1ta I.byte l scale 
3030 AA=QA+INTIQBl 'drop sense bits l c01bine H•L 
3040 IF AA> 2047 THEN AA=AA-4095 'scale negative d1ta 
3050 AA=IAA/20471110 'scale to 10 v.ref 
3060 RETURN 
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APPENDIX C 

The listing of a cc program for Example 2 Design 1. 

state 
pen 

pl 
exp,pl,p2,.075 
unpack,p2,p3,p4,, 
analog 
exp,pl,p5,.150 
unpack,p5,p6,p7,, 
analog 
exp,pl,pS,.225 
unpack,p8,p9,plO,, 
analog 
exp,pl,pll,.3 
unpack,pll,pl2,pl3 
pen 

p14 
pen 

pl5 
pen 

pl6 
mult,pl4,p3,pl7 
mult,pl5,p6,pl8 
mult,pl5,p9,pl9 
para,pl4,pl7,p20,2 
para,p20,pl8,p21,2 
para,p21,pl9,p22,2 
mult,pl4,p4,p23 
mult,p15,p7,p24 
mult,pl5,pl0,p25 
para,pl6,p23,p26,2 
para,p26,p24,p27,2 
para,p27,p25,p28,2 
inv,p22,p29 
poleplace,pll,p30 
mult,p30,pl2,p31 
mult,p31,p29,p32 
mult,p32,p28,p33 
mult,p30,pl3,p34 
subtr,p33,p34,p35 

To simulate the result. 

Pen 
PSS 

Pen 

'Analog plant model 
'Discrete-time model at T 
'pJ = t 1 , p4 = r 1 

'Discrete-time model at 2T 
'p6 = t 2 , p7 = r 2 

'Discrete-time model at 3T 
'p9 = t 3 , plO = r3 

'Discrete-time model at T0 
'pl2 = t, pl3 = r 

'pl4 = c1 

1 pl5 = c2 

'pl6 = (O] 

'p22 = C 

'p28 = G 
'p29 = c-1 
'P30 = F 

'p32 = Ftc-l = H 

'p35 = Ftc-lc; - Fr = M 

'Discrete plant model includes 
noise input 
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p60 'controller model 
para,p55,p60,p61,1 
sel,p61,p62,input,1,3,4,5,6,2 'Prepare inputs to be 

feedback 
sel,p62,p63,output,5,1,2,3,4 

feedback,6,p63,p64,6 
unpack,p64,p65,p66,, 
pen 

p67 
pen 

p68 
pack,p65,p66,p67,p68,p69 
dsim 

p69 
4,1,a,0 

2,pl00 
30,1 

plot,p69.y,a,a 

'Prepare outputs to be 
feedback 

'p67 = C matrix of C.L. system 

'p68 = D matrix of C.L. system 

'Guassian noise i/p with zero 
mean, standard deviation a and 
random seed 

'Set intial condition 
'Set simulation time 



The listing of a control program for Example 2 Design 1. 

10 REN 11111111111111111111111111111111111111111111111111111111111111111111111 
20 REN EXANPLE II: DESI6N I. FRANE PERIOD=.3, updated 06/04/90 
30 REN STATE-SPACE NODEL: • • 001 0 0 0 1 
40 REN X= 2 -I O O X + 2 U 
50 REN -1 0 -3 0 -1 
60 REN 1 0 0 -2 1 
65 REN 
70 REN Y = 0 1 0 X 
75 REN O O O l 
89 REN 11111111111111111111111111111111111111111111111111111111111111111111111 
90 'REN 
100 REN -----------STEP l:INITIALIZE DAS-8 NITH NODE 0------------------------
110 NDX = 0 
120 BASADRl = lH300 'base address 
130 FLA6l = 0 
140 CALL DASS IND1,BASADR1,FLA6ll 
150 REN------------STEP 2:SET UP COUNTER 2 AND CONFI6. 3----------------------
160 DIN DI01(2l 
170 ND1 = 10 '•ode 10 set config, 
180 D10110) = 2 'select counter 2 
190 0101(1) = 3 'set config,3 square •ave generator 
200 CALL DASS IND1,DIDX(Ol,FLA61l 
210 NDX = 11 '•ode 11 load ti•er counter 2 
220 DI01(1l = 378 'count nu•ber to generate 10 kHz clock 
230 CALL DASS IND1,DIDX!Ol,FLA61l 
240 REN------------STEP 3:SET UP COUNTER O AND CONFl6, 0----------------------
250 NDX = 10 '•ode 10 set config. 
260 DIDX!Ol = 0 'select counter 0 
270 DIDXl1l = O 'set config O pulse high on ter•inal count 
280 CALL DASS (NDX,DIOX(Ol,FLA6Xl 
290 REN------------STEP 4:INITIALIZE CONTROL INPUT l 6'-6---------------------
300 KEYl1l DN:DN KEYl1l 60SUB 440 ' to exit progra•, use Fl 
310 l=O:Y=O 'initialize controller state 
315 OUT 798,Y:DUT 799,X 
320 OUT 784 18 'set •ux ch A4 
322 OUT 785 18 'set cl high--> 6P-6 IC •ode 
323 NAIT 7861414 'wait for c2 is high IC •ode 
330 REN------------STEP 5:SET PARANETERS NODE 11 l 13------------------------- . 
340 NDLX • 11 '•ode 11 load ti•er counter 0 
345 NDX = 13: IPX • O: FLA6X • 0 '•ode 13 check digital i/p 
360 D101(0) • O:D101(11 • 750 'subinterval period= 75 1sec 
370 INPUT'PRESS CENTER] TD START--------------->';R1 
380 PRINT'INITLAL VALUE OF CONTROL= 0 volt' 
390 REN-------------STEP 6:PERFORN CONTROL ROUTINE----------------------------
400 OUT 785, O '11t 6P-6 DP •ode 
410 WAIT 78614 'wait until op •ode set 
420 60SUB 1000 
430 6DTO 420 
440 END 
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1000 RE"-------------SUBROUTINE "RC-------------------------------------------
1005 CALL DASS l"DLX,DIOX(Ol,FLA61l 
1010 OUT 798,Y 'set lo• byte YDAC I start ADC 
1020 OUT 797,X 'set high byte YDAC 
1030 WAIT 786,B '•ait until ECH 

. 1040 60SUB 3000 
1080 YK=(l.30434E-061AAl 
1085 PRINT 'Yl=";AA 
1090 GOSUB 2000 
1095 CALL DASS ("DLI,DIOX!Ol,FLA6Il 
1097 OUT 78618 'set •ux A4 • start adc 
1098 WAIT 786,B 
1100 &OSUB 3000 
1110 YK=l-1,632689E-06aAAl+YK 
1115 PRINT 'Y2=';AA 
1117 OUT 784, 10 
1120 60SUB 2000 

'nit until ECH 

'set •ux ch AS for next sa•pling 

1130 CALL DASS ("DLI,DIOX(Ol,FLA61l 
1140 OUT 786,10 'set •ux A5 and start adc 
llSO WAIT 786,B 'Hit until ECH 
1160 60SUB 3000 'get sa•pled-data • 
1170 YK=(-5,750199aAAl+YK 
1171 PRINT 'Y3=';AA 
1175 60SUB 2000 
1180 CALL DASBl"DLX,DIOX(Ol,FLA6Xl 
1185 OUT 786, 10 'set •ux AS and start adc 
1190 WAIT 786,B 
1192 GOSUB 3000 
1195 YK=(6,680778aAAl+YK 
1196 PRINT 'Y4=';AA 
1250 UK= (,4133836SUKl-YK 
1300 PRINT • 
1500 BB=(UKt2047l/10 
1510 IF BB< 0 THEN BB=4095+BB 
1520 BC=INT(BB/161 
1530 BD=BB-IBCtlbl 
1540 BD=BDllb 
1550 lsBC:Y=BD 
1560 IF Y > 255 THEN Y=255 

UK=';UK 
'fro• binary data •ord 

'for• 2's co1ple1ent •ord 
'seperate h,byte 
'seperate I.byte 
'shift left 4 bits 
'prepare to send DAC 

1570 OUT 78418 'set •ux ch A4 prepare for next loop 
2000 RE"-------------SUBROUTINE CHECK-TI"ING ---------------------------------
2020 CALL DASS l"Dl,IPl,FLAGll 
2030 IF IP%• 7 THEN PRINT 'SETTING TI"E TDD SHORT':END 
2040 CALL DASS l"DX,IPl,FLAGll 
2050 IF IP%<> 7 THEN GOTO 2040 
2060 RETURN 
3000 RE" ------------SUBROUTINE SCALE-DATA-----------------------------------
3010 QAsINP(787lS16 'get d1t1 h,byte I 1c1le 
3020 QB=INPl78bl/1b 'get d1t1 I.byte I scale 
3030 AA•QA+INTIQBl 'droi, 11ns1 bits I coabine HIL 
3040 IF AA> 2047 THEN AA•AA-4095 '1c1l1 n1g1tiv1 d1t1 
3050 AA=IAA/2047)110 '1c1le to 10 v.r,f 
3060 RETURN 
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APPENDIX D 

The listing of a cc program for Example 2 Design 2. 

state 
pen 

pl 
exp,pl,p2,.06 
unpack,p2,p3,p4,, 
analog 
exp,pl,p5,.12 
unpack,p5,p6,p7,, 
analog 
exp,pl,pS,.18 
unpack,p8,p9,plO,, 
analog 
exp,pl,pll,.24 
unpack,pll,pl2,pl3,, 
analog 
exp,pl,pl4,.30 
unpack,pl4,p15,pl6,, 
pen 

p17 
pen 

pl8 
pen 

pl9 
mult,pl7,p3,p20 
mult,pl7,p6,p21 
mult,pl8,p9,p22 
mult,pl8,pl2,p23 
para,p17,p20,p24,2 
para,p24,p21,p25,2 
para,p25,p22,p26,2 
para,p26,p23,p27,2 
mult,p17,p4,p28 
mult,p17,p7,p29 
mult,pl8,plO,p30 
mult,pl8,p13,p31 
para,p19,p28,p32,2 
para,p32,p29,p33,2 
para,p33,p30,p34,2 
para,p34,p31,p35,2 
~ara,p27,p35,p36,3 
inv,p36,p37 
Poleplace,p14,p38 
mult,p38,p15,p39 
mult,p38,p16,p40 
pen 

P41 
add,p40,p41,p42 

'Analog plant model 
'Discrete-time model at T 
'p3 = 1 1 , p4 = r 1 

'Discrete-time model at 2T 
'p6 = 1 2 , p7 = r 2 

'Discrete-time model at 3T 
'p9 = 1 3 , plO = r3 

'Discrete-time model at 4T 
1 pl2 = 1 4 , pl3 = r4 

'Discrete-time model at To 
1 pl5 = I, pl6 = r 

'pl7 = c1 

'pl8 = c2 

'pl9 = [OJ 

'p27 = C 

'p35 = G 
'p36 = [C 
'p37 = 
'p38 = F 

G) 
[C 

'p41 = desired M matrix 
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para,p39,p42,p43,3 
mult,p43,p37,p44 

To simulate the result. 

pen 
p55 

pen 
p60 

124 

'p44 = [Ft Fr+M][C 

'Discrete plant model includes 
noise input 

'Controller model 
para,p55,p60,p61,1 
sel,p61,p62,input,1,3,4,5,6,7,2 
sel,p62,p63,output,6,1,2,3,4,5 
feedback,6,p63,p64,6 
unpack,p64,p65,p66,, 
pen 

p67 
pen 

p68 
pack,p65,p66,p67,p68,p69 
dsim 

p69 
4,1,u,o 

2,plOO 
30,1 

plot,p69.y,a,a 

'p67 = C matrix of C.L. 

'p68 = D matrix of C.L. 

'Digital simulation 

system 

system 

'Guassian noise i/p with zero 
mean, standard deviation u and 
random seed 

'Set intial condition 
•set simulation time 



The listing of a control program for Example 2 Design 2. 

10 REN 11111111111111111111111111111111111111111111111111111111111111111111111 
20 REN EXANPLE II: DESIGN II · fr11e period=,3 updated 06/04/90 
30 REN STATE-SPACE NODEL: • .001 0 0 0 1 
40 REN X= 2 -1 0 0 X + 2 U 
50 REN -1 0 -3 0 -1 
60 REN 1 0 0 -2 1 
65 REN 
70 REN Y = 0 0 X 
75 REN O O O 1 
89 REN 11111111111111111111111111111111111111111111111111111111111111111111111 
90 REN 
100 REN -----------STEP 1:INITIALIZE DAS-8 NITH NODE 0------------------------
110 NDI = 0 
120 BASADRI = ,H300 'base address 
130 FLA61 = 0 
140 CALL DASS IND1,BASADR1,FLA61) 
150 REN------------STEP 2:SET UP COUNTER 2 AND CONFI6. 5----------------------
160 DIN DI0112l 
170 "D1 = 10 '•ode 10 set config. 
180 DI01(0l = 2 -'select counter 2 
190 DI01(1l = 3 'set config,3 square wave generator 
200 CALL DASS l"D1,DI0110l,FLA61l 
210 "DI= 11 '•ode 11 load ti•er counter 2 
220 DI0111l = 378 'counter nu•ber to generate 10 kHz clock 
230 CALL DASS l"D1,DI0110l,FLA61l 
240 RE"------------STEP 3:SET UP COUNTER O AND CONFI6. 0----------------------
250 "DI= 10 '•ode 10 set config. 
260 DIOIIOl • 0 'select counter 0 
270 DI0111l = 0 'set config O pulse high on ter•inal count 
280 CALL DASS l"D1,DI0110l,FLA61l 
290 RE"------------STEP 4:INITIALIZE CONTROL INPUT, 6P-6 --------------------
300 KEYlll ON:ON KEY(ll 60SUB 440 ' to exit progra1, use Fl 
310 X=O:Y=O 'initialize controller state 
315 OUT 798,Y:OUT ?99,X 
322 OUT 785,8 'set c3 high--> 6P-6 IC •ode 
323 NAIT 786 1414 11ait for t2 is high IC •ode 
330 REN------------STEP 5:SET PARA"ETERS "ODE 11, 13-------------------------
340 "DL1 = 11 '•ode 11 load ti•er counter 0 
345 ftD1 = 13: IP%= 0: FLA61 • 0 '•ode 13 check digital i/p 
360 DI0110l • O:DIOllll • 600 'subinterval period• 60 1sec 
370 INPUT"PRESS CENTER] TO START--------------->";Rl 
375 PRINT"FRA"E PERIOD= ,3 SEC" 
380 PRINT'INITLAL VALUE OF CONTROL• 0 volt" 
390 RE"------------STEP 6:PERFOR" CONTROL ROUTINE-----------------------------
400 OUT 785 10 'set 6P-6 OP •ode 
410 NAIT 786,4 '1ait until op •ode set 
415 DUT 784,8 'set IUX ch A4 
420 60SUB 1000 
430 60TO 420 
440 END 
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1000 REN------------SUBROUTINE "RC-------------------------------------------
1005 CALL DASS INDLI,DIOIIOl,FLA6Il 
1010 OUT 798,Y '1et lo• byte YDAC I start ADC 
1020 OUT 797,1 'set high byte YDAC 
1030 MAIT 78618 '•ait until ECH 
1040 60SUB 3000 
1080 YK=(,3065341SAAl 
1085 PRINT "Yll=";AA 
1090 60SUB 2000 
1095 CALL DASS INDLI,DIOI(Ol,FLA6Il 
1097 OUT 786,8 'set •ux A4 I start adc 

'nit until ECH 1098 MAIT 786,8 
1100 60SUB 3000 
1110 YK=(-.69247521AAl+YK 
1115 PRINT "Yl2=";AA 
1120 60SUB 2000 
1122 CALL DASS <NDLI,DIOI(Ol,FLA6Il 
1123 OUT 786,8 'set 1ux A4 and start adc 
1124 MAIT 78618 '•ait until ECH 
1125 60SUB 3000 
ff%; YK=l.38967911AAl+YK 
1127 PRINT "Y13=";AA 
1128 OUT 784, 10 
1129 6DSUB 2000 

'prepare •ux ch A5 

1130 CALL DASS !"DL%,DIDI!Ol,FLA6Il 
1140 OUT 786,10 'set •ux A5 and start adc 
1150 MAIT 78618 '•ait until ECH 
1160 60SUB 3000 'get sa•pled-data 
1170 YK=l-7.2009391AAl+YK 
1171 PRINT "Y21=";AA 
1175 6DSUB 2000 
1180 CALL DAS81NDLX 1Dl0l(Ol,FLA6Il 
1185 OUT 786,10 'set •ux A5 and start adc 
1190 MAIT 786,8 
1192 60SUB 3000 
1195 YK=l8.119036SAAl+YK 
1196 PRINT "Y22=";AA 
1250 UK= (,4241UKl~YK 
1300 PRINT• 
1500 BB=(UKS2047l/10 
1510 IF BB< 0 THEN BB=4095+BB 
1520 BC=JNTIBB/161 
1530 8D=BB-IBCS16l 
1540 BD=BDU6 
1550 X=BC:Y=BD 
1560 IF Y > 255 THEN Y=255 

UK= ';UK 
'fro• binary data •ord 

'for• 2's co1ple1ent •ord 
'1eper1te h.byte 
'1eperat1 I.byte 
'1hift left 4 bits 
'prepare to send DAC 

1570 OUT 78418 'prepare •ux ch A4 for next loop 
2000 RE"------------SUBROUTJNE CHECK-TJ"JN6-----------------------------------
2020 CALL DASS l"DX,IPX,FLA61l 
2030 IF JP%= 7 THEN PRINT 'SETTJN6 TJ"E TDD SHDRT":END 
2040 CALL DASS l"DI,JPX,FLA61l 
2050 IF IP%<> 7 THEN 60TD 2040 
2060 RETURN 
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3000 RE" -----------SUBROUTINE SCALE-DATA-------------------------------------
3010 QA=INP(787lS16 'get diti h,byte l Stile 
3020 QB=INP(786l/16 'get dita l,byte l Stile 
3030 AA=QA+INT(QBl 'drop sense bits l co1bine Hll 
3040 IF AA > 2047 THEN AA=AA-409S 'scale negative dita 

. 3050 AA=(AA/2047)810 '-scale to 10 v.ref 
3060 RETURN 



APPENDIX E 

The listing of a cc program for Example 3 Design 2. 

Disk 1 
state 
pen 

pl 
exp,pl,p2,.025 
unpack,p2,p3,p4,, 
analog 
exp,pl,pS,.050 
unpack,p5,p6,p7,, 
analog 
exp,pl,p8, .075 
unpack,p8,p9,plO,, 
analog 
exp,pl,pll,.100 
unpack,pll,pl2,pl3,, 
analog 
exp,pl,pl4,.125 
unpack,pl4,pl5,pl6,, 
pen 

pl7 
pen 

pl8 
pen 

pl9 
mult,pl7,p3,p20 
mult,pl7,p6,p21 
mult,pl8,p9,p22 
mult,pl8,pl2,p23 
mult,pl8,pl5,p24 
para,pl7,p20,p25,2 
para,p25,p21,p26,2 
para,p26,p22,p27,2 
para,p27,p23,p28,2 
para,p28,p24,p29,2 
mult,pl7,p4,p30 
mult,pl7,p7,p31 
mult,pl8,pl0,p32 
mult,pl8,pl3,p33 
mult,pl8,pl6,p34 
para,pl9,p30,p35,2 
para,p35,p31,p36,2 
para,p36,p32,p37,2 
para,p37,p33,p38,2 
para,p38,p34,p39,2 
~ara,p29,p39,p40,3 
inv,p40,p41 
exp,pl,p42,.15 
unpack,p42,p43,p44,, 

'Analog model 
'Discrete-time model at T 
1 p3 = tT, p4 = rT 

'Discrete-time model at 2T 
'p6 = t2T, p7 = r2T 

'Discrete-time model at 3T 
'p9 = t 3T, plO = r3T 

'Discrete-time model at 4T 
1 pl2 = t 4T, pl3 = r4T 

'Discrete-time model at ST 
'pl5 = tsT, pl6 = rsT 

1 pl7 = c1 

'pl8 = c2 

'pl9 = [O OJ 

'p29 = C 

1 p39 = G 
1 p40 = [C G) 
'p41 = [C GJ-1 

'Discrete-time model at 6T 
1 p43 = t 6T, p44 = r6T 
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analog 
digital To=.2 
pen 

p45 
pen 

p46 
pen 

p47 
pen 

p48 
mult,p46,p43,p49 
mult,p46,p44,p50 
mult,p47,p48,p51 
add,p50,p51,p52 
pen 

p53 
add,p52,p53,p54 
para,p49,p54,p55,3 
mult,p55,p41,p56 

To simulate the result. 

pen 
p70 

mult,p3,p70,p71 
para,p6,p71,p72,3 

rnult,p29,p72,p73 
pen 

p74 

para,p74,p70,p75,3 

mult,p29,p75,p76 

add,p76,p39,p77 
unpack,p45,p78,p79,, 
pack,p78,p79,p73,p77,p80 

pchange 
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'Augmented dicrete-time model 

'F matrix 

'G matrix 

'P matrix 
'Fi6T 
'Fr6T 
'GP 
'Fr6T+Gp 

'Desired M matrix 

Fr6T+Gp+M][C 

'p70=a(T)b2=the second column 
of rT matrix 

1 p71 = iTa(T)b2 
1 p72 = [41 2T 41Ta(T)b2J 

'p73 = C[41 2T 

'p74=a(2T)b1=the first column 
of r 2T 

'p75 = [a(2T)b1 a(T)b2 J 

'C[a(2T)b1 

'C[a(2T)b1 

a(T)b2 ] 

a(T)b2 ] + G 

'Augmented discrete-time with 
multirate o/p sampling model 

p80 'Augmented model with noise i/p 
pen 

p84 'Controller model 
para,p80,p84,p85,1 
sel,p85,p86,input,1,2,4,5,6,7,8,9,3 
sel,p86,p87,output,7,8,1,2,3,4,5,6 
feedback,6,p87,p88,8 
unpack,p88,p88,,, 
sel,p85,p89,input,1,2 
unpack,p89,,p89,, 
pen 



p90 
pen 

p91 
pack,p88,p89,p90,p91,p92 
dsim 

p92 
4,1,a,0 
2,pl00 
30,1 

plot,p92.y,a,a 
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'p90 = C matrix of C.L. system 

'p91 = D matrix of C.L. system 

'Digital simulation 

Disk 2 To build the augmented discrete-time plant. 

pen 
pl 

exp,pl,p2,.2 
unpack,p2,p3,,, 
pen 

p4 

pen 
p5 

analog 
exp,pl,p6,.175 
unpack,p6,p7,,, 
pen 

pa 

pen 
p9 

pen 
pl0 

pen 
pll 

mult,p7,p5,pl2 
para,p3,p9,pl3,2 
para,pl2,pl0,pl4,2 
para,pl3,pl4,pl5,3 
para,p4,p8,pl6,3 
para,p16,pll,pl7,2 
pack,pl5,pl7,,,pl8 

'Analog plant model 
'Discrete-time model at T0 =8T 
1 p3 = exp(AST) 

'p4=a(8T)bi =the first column 
of r matrix 

'p5=a(T)b2 = the second column 
of rT matrix 

'Discrete-time model at 7T 

'p7 = exp(7T) 
'p8=a(7T)b2 = the second column 
of r 7T matrix 

'p9 = [O 0 

'pl0 = [0] 

'pll = [0 1] 

0 O] 

'pl5 = 

'pl7 = 
'pl8 = 

1Aug 

r Aug . . 
augmented discrete-time 

state model 

Note that "plpd" and "pd" commands for printing all results 

are not included in programs. 



The listing of a control program for Example 3 Design 2. 

10 RE" lllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll 
20 RE" EXA"PLE III: DESIGN II fra•e period=,2 updated 06/04/90 
30 RE" STATE-SPACE "ODEL: 0 1 0 0 0 0 
40 RE" I= 3 0 0 2 X + 1 0 U 
50 RE" 0 0 0 1 0 0 
60 RE" 0 -2 0 0 0 1 
65 RE" 
70 RE" Y = 0 0 0 X 
75 RE" 0 0 1 0 
89 RE" 11111111111111111111111111111111111111111111111111111111111111111111111 
90 RE" 
100 RE" -----------STEP !:INITIALIZE DAS-8 NITH "ODE 0------------------------
110 "DX = 0 
120 BASADRX = IH300 'base address 
130 FLA6% = 0 
140 CALL DASS l"D1,BASADR1,FLA61l 
150 RE"------------STEP 2:SET UP COUNTER 2 AND CONFI6. 3----------------------
160 DI" DI01(2l 
170 "Dl = 10 '•ode 10 set config, 
180 DI0110l = 2 'select counter 2 
190 DIOllll = 3 'set config.3 square •ave generator 
200 CALL DASS l"D1,D101(0l,FLA61l 
210 "DX= 11 '•ode 11 load ti•er counter 2 
220 DI0%(1l = 378 'count nu•ber to generat, 10 kHz clock 
230 CALL DASS l"D1,Dl01(0l 1FLA61l 
240 RE"------------STEP 3:SET UP COUNTER O AND CONFI6, 0----------------------
250 "DX= 10 '•ode 10 stt config, 
260 D101(0) • O 'select counter O 
270 D101(1) • 0 'set config O pulse high on ter•inal count 
280 CALL DASS l"D11D10110l 1FLA61l 
290 RE"------------STEP 4:INITIALIZE CONTROL INPUT I GP-6---------------------
300 KEYlll ON:ON KEYlll 60SUB 440 ' to txit progru, ust Fl 
310 X=O:Y=O:Ul=O:U2=0:YU2=0 
315 OUT 788,Y:OUT 78911 'initialize Ul 
320 OUT 792,Y:OUT 79311 'initializt U2 
322 OUT 785 18 'stt cl high--> 6P-6 IC •ode 
323 NAil 786 1414 '•ait for c2 is high IC •ode 
330 RE"------------STEP 5:SET PARA"ETERS "ODE 11 • 13-------------------------
340 "DL1 • 11 '•ode 11 load ti•tr count,r 0 
345 "DX= 13: IPl • 0: FLA61 • 0 '1odt 13 chtck digital i/p 
360 DIOX(Ol • O:DI011ll • 250 '1ubint1rval ptriod • 25 •sec 
370 INPUT'PRESS CENTER] KEY TO START------->';R 
380 PRINT'INITLAL VALUE OF CONTROL• 0 volt' 
390 RE"------------STEP 6:PERFOR" CONTROL ROUTINE----------------------------
400 OUT 785 10 '11t 6P-6 OP 1odt 
410 NAIT 78614 '•ait until op •odt set 
420 6DSUB 1000 
430 60TO 420 
440 END 
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1000 RE"------------------SUBROUTINE "RC--------------------------------------
1005 CALL DASS !"DLI,DIOI(O),FLA61) 
1010 OUT 7SS,Y 
1020 OUT 7S9,X 
1022 PRINT 1 

'set lo• byte LDAC 
'set high byte LDAC 

UI = I ;UI 
. 1025 U2 = !.23b4S811Ul)+(-.1303905lU2)-YK2 

102b UK=U2 
'prepare control i/p U2 

1027 GOSUB 1500 
1040 CALL DASS !"DLI,DIOI!Ol,FLA6Il 
1050 OUT 792,Y 
IObO OUT 793 11 
IObS PRINT I 

1070 OUT 784 12 
1080 GOSUB 2000 
1090 CALL DASS !"DLI,DIOI(Ol,FLA6Il 
1100 OUT 78b,2 
1110 NAIT 78b, S 
1120 GOSUB 3000 
1130 YKI = !-39,7517blAAl 
1135 YK2 = !39.b4745lAA) 
1137 PRINT • 
1140 GOSUB 2000 

YI= ';AA 

1150 CALL DASS !"DLI,DIOI!Ol,FLA6Il 
llbO OUT 78b,2 
1170 NAIT 78b,8 
1180 GOSUB 3000 
1190 YKI = !,bb4379SlAA)+YKI 
1195 YK2 = (-.801bl4lAAl+YK2 
119 7 PR I NT • Y2 = •; AA 
1200 GOSUB 2000 
1210 CALL DAS8 !"DLI,DIOI!Ol,FLA6Il 
1220 OUT 78b,2 
1230 NAIT 78b,8 
1240 GOSUB 3000 
1250 YKI = !43.3bb3lAAl+YK1 
1255 YK2 = !-39.43504lAAl+YK2 
12b0 OUT 784,b 
12b5 PRINT 1 

1270 GOSUB 2000 
Y3 = •; AA 

1280 CALL DASS !"DLI,DIOI!Ol 1FLA6Il 
1290 OUT 78b,6 
1300 NAIT 786,S 
1310 GOSUB 3000 
1320 YKl = !-39,55061lAAl+YKI 
1325 YK2 = l-40.481821AAl+YK2 
1327 PRINT • Y4 = ';AA 
1330 GOSUB 2000 
1340 CALL DASS l"DLI,DIOI!0) 1FLA6Il 
1350 OUT 78b,b 
13b0 NAIT 78b,8 
1370 GOSUB 3000 
1380 YKl = (.588b037lAAl+YKl 
1385 YK2 = !.S1S3218SAAl+YK2 

'set lo• byte RDAC 
'set high byte RDAC 

U2 = ';U2 
'prepare for •ux channel A•p12 

'set •ux A•p12 • start ADC 
'.ai t ECH 

'set IUX A•p12 • start ADC 
'.ait ECH 

'set •ux A•p12 • start ADC 
'•ait ECH 

'prepare for channel A•p14 

'set •ux A•p14 • start ADC 
'Hit ECH 

'1et •ux A•pl4 • start ADC 
'Hit ECH 
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1387 PRINT • Y5 = ';AA 
1390 60SUB 2000 
1400 CALL DASS <"DLI,DIOI!Ol,FLA6Il 
1410 OUT 786,6 'set 1ux A1pl4. start ADC 
1420 MAil 786,8 '•ait ECH 
1430 60SUB 3000 
1435 PRINT' Y6 = ';AA 
1440 YKl = (38.31294SAAl+YK1 
1445 YK2 = (43.21182SAAl+YK2 
1450 U1=<-.229871SU1J+(-6.853208E-02SU2l-YK1 'prepare control i/p Ul 
1460 UK=UI 
1500 RE"--------------Prepare data to send------------------------------------
1505 BB=IUKS2047l/10 'fro• binary data •ord 
1510 IF BB< 0 THEN BB=4095+BB 'for• 2's co1ple1ent •ord 
1520 BC=INTIBB/16) 'seperate h,byte 
1530 BD=BB-(BCS16l 'seperate I.byte 
1540 BD=BDS16 'shift left 4 bits 
1550 X=BC:Y=BD 'prepare to send DAC 
1560 IF Y > 255 THEN Y=255 
2000 RE"------------------SUBROUTINE CHECK-TI"ING-----------------------------
2020 CALL DASS l"DI,IPI,FLA6Il 
2030 IF IP%= 7 THEN PRINT 'SETTING TI"E TOO SHORT':END 
2040 CALL DASS l"DI,IPI,FLA6Il 
2050 IF IP%<> 7 THEN GOTO 2040 
2060 RETURN 
3000 RE" -----------------SUBROUTINE SCALE-DATA-------------------------------
3010 DA=INP1787JS16 'get data h,byte • scale 
3020 DB=INP(786l/16 'get data !,byte• scale 
3030 AA=DA+INTIDBJ 'drop sense bits• co1bine H•L 
3040 IF AA> 2047 THEN AA=AA-4095 'sc1le neg1tive d1t1 
3050 AA=IAA/2047JS10 '1c1le to 10 v,ref 
3060 RETURN 



APPENDIX F 

Find state variable feedback gain matrix using Weighted 
Least-squares Approximation [25]. 

consider the discrete-time state model of the plant: 

x(kT0 +T0 ) = tx(kT0 ) + ru(kT0 ) 

where 

[ 
t11 t12 t13 t14 

]• and [ 
r11 r12 l . t = t21 t22 t23 t24 r = r21 r22 

t31 t32 t33 t34 r31 r32 
t41 t42 t43 t44 r41 r42 

The control law is given by 

u(kT0 ) = - Fx(kT0 ) 

where 

F = [ 

Since the plant is not in canonical form and has two 

inputs, there are eight entries in the gain matrix to be 

selected and the specification of four closed loop poles 

will clearly leave many possible values of F which will 

meet the specification. This can make it difficult to 

apply the pole assignment method to the system. 
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(1) 

(2) 

By decoupling, which assumes that the model in equation (1) 
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is of the form 

(3) 

where 

l • r = [ 

the control law will become 

v(kT0 ) = - Fx(kT0 ) 

= - [ (4) 

The decoupled form in equation (3) permits an easy gain 

calculation by partitioning it into two subsystems. The 

single-input pole assignment method can be applied 

separately to each subsystem. Then, results of the two 

feedback gain matrices are combined to obtain the F matrix. 

Actually, a decoupled model in equation (3) is an 

approximate model of an original model in equation (1). It 

is desirable to make the model in equation (3) as close to 

the original model as possible. If they match closely 

enough, the relationship between two models can be written 

as 

tx(kT0 ) + ru(kT0 ) = ix(kT0 ) + rv(kT0 ). (5) 
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Rewriting equation (5) gives 

-ru(kT0 ) = (t - t)x(kT0 ) - rv(kT0 ). (6) 

observe that equation (6) is a linear equation and the 

statement represented by equation (5) is true if and only 

if one can find a solution u(kT0 ) of equation (6). 

Premultiplying equation (6) by -r-1 gives 

u{kT0 ) = {7) 

since r is 4 x 2 matrix which is not a square matrix, one 

cannot find r-1 • Therefore a solution u{kT0 ) in equation 

(7) for equation {6) is not correct. The approximate 

solution of equation {6) can be obtained by using Weighted 

Least-Squares Approximation which gives a solution of 

equation {6) as follows: 

= - M x{kT0 ) + Nv{kT0 ) 

where Q is a symmetric, nonsingular and diagonal matrix. 

In this thesis Q is selected to be r 4 . 

Substituting v(kT0 ) = -Fx{kT0 ) into equation {8) gives 

u{kT0 ) = - Mx{kT0 ) + N{-F)x{kT0 ) 

= - (NF+ M)x(kT0 ). 

{8) 

{9) 

Comparing equation {2) and equation (9), the state variable 

feedback gain matrix of an original model in equation {l) 
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can be obtained by 

F = NF+ M. (10) 

The relation of an original model and an approximate model 

using Weighted Least-Squares Approximation method is shown 

in figure F.1. More details can be seen in reference [6]. 

Fig. F.1 

t, r 

I 
I 
I 

I 
I 

M ---- I I 

1----------------------~---------~ 
F 

Block diagram of the closed-loop system using 
Weighted Least-Squares Approximation. 
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The listing of a cc program for the Weighted 
Least-squares Approximation method. 

pen 
pl 

exp,p1,p2,T0 
unpack,p2,p3,p4,, 
scale,p2,p5,1 
pchange 

p5 
unpack, p6, p7, , 
pen 

pl0 
transpose, p4,pll 
mult,pll,p10,pl2 
mult,pl2,p4,p13 
inv,pl3,p14 
mult,pl4,pll,pl5 
mult,pl5,p10,pl6 
mult,pl6,p7,pl7 
subtr,p3,p6,pl8 
mult,pl6,p18,pl9 
sel,p5,p20,state,1,2 
sel,p20,p20,inp,l 
poleplace 

p20,p21 
sel,p5,p22,state,3,4 
sel,p22,p22,inp,2 
poleplace 

p22,p23 

para,p21,p23,p24,1 

mult,pl7,p24,p25 

add,p25,pl9,p26 

'Analog plant model 
'Discrete-time model at T0 
'p3=t and p4=r 

'p6=t and p7=r 

'pl0 = Q, in this case Q=I 4 

1 p11 = N = (r 1 Qr)-1r 1 Qr 

'pl9 = M = cr 1 Qr)-1r 1 Q(t-i) 
'Obtain subsystem 1 

'Use desired discrete poles 
'p21 = feedback gain matrix 
'Obtain subsystem 2 

'Use desired disdrete poles 
'p23 = feedback gain matrix 

'p24 = F 

'p25 = NF 

'p26 = F 
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APPENDIX H 

Brief explanations of two options in program cc that are 
used for simulating the results. 
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Simulating the results with reference input for Example 1. 

Consider the discrete-time equivalent model of the 

plant with a multirate output sampling mechanism at frame 

period T0 given by 

x(kT0 +T0 ) = ~x(kT0 ) + ru(kT0 ) 

Y(kT0 ) = Cx(kT0 ) + Gu(kT0 ). 

(1) 

The multirate sampled-data controller model, the outputs of 

which are the control signals of the plant, is given by 

u(kT0 +T0 ) = Mu(kT0 ) - HY(kT0 ) + Nrr(kT0 ) 

Y(kT0 ) = u(kT0 ). 

The procedure is explained in the following steps: 

1. Build the discrete-plant model from equation (1). 

2. Build the controller model from equation (2). 

(2) 

3. Parallel two models together using option 1. The result 

is shown in Figure H.1. 



u 

y 
r 

' Plant , 

' Controller , 
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~ 

, y 

' , u 

Figure H.1 Block diagram of the two models after parallel 
by using CC commands. 

4. Select outputs for full state feedback by order for 

matching inputs order. 

5. Do a full state feedback option 6 with number of 

outputs. The result is given in Figure H.2. 

I u 
' Plant , 

-y u 
' Controller , 

r ~ , 

Figure H.2 Block diagram of the closed-loop system by 
using cc commands. 

6. Add the output matrix which is composed of the original 

outputs and the control input of the plant to the 

closed-loop system. The result is shown in Figure H.J. 
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Figure H.3 Block diagram of the closed-loop system with 
monitored outputs by using cc commands. 

7. Do a digital simulation option 1 with a +5 volts 

reference input. 

8. Plot the results. 
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Simulating the results with measurment noise for Examples 2 
and 3. 

In Example 2, to simulate responses of the system in 

case disturbances occur in measurments, an additional 

vector is added to the model to represent noise input. The 

plant model in equation (1) becomes 

x(kT0 +T0 ) = tx(kT0 ) + ru(kT0 ) + w1v(kT0 ) ]-
Y(kT0 ) = Cx(kT0 ) + Gu (kT0 ) + w2v(kT0 ) 

where v(kT0 ) is noise input vector, 

W1 is n X 1 matrix which has all O's, 

and W2 is (N1+N2) x 1 matrix which has all 

The multirate sampled-data controller model with no 

reference input is written as 

(3) 

l's. 



u(kT0 +T0 ) = Mu(kT0 ) - HY(kT0 ) 

Y(kT0 ) = u(kT0 ). 

The procedure is explained in the following steps: 

1. Build the plant model from equation (3). 

2. Build the controller model from equation (4). 
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(4) 

3. Parallel models from step 1 and 2. The result is shown 

in Figure H.4. 

u 
V 

y 

- Plant , 

, 

' Controller , 

~ 

, y 

' , u 

Figure H.4 Block diagram of the two models after parallel 
with noise input by using CC commands. 

4. Select inputs to be feedback. 

5. Select outputs to be feedback by matching to the inputs. 

6. Do a full state feedback option 6. 

7. Add output matrix which is composed of the original 

outputs and the control input of the plant to the 

closed-loop system. The result is shown in Figure H.5. 
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Figure G.S Block diagram of the closed-loop system 
with noise input by using CC commands. 
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8. Do a digital simulation option 4 to generate random 

Guassian noise input with zero mean and standard 

deviation= ax (1 quantization level), where a is an 

integer number. Since 

the maximum voltage allowed for conversion=+ 10 volts, 

the minimum voltage allowed for conversion= - 10 volts, 

and resolution 

therefore 

1 quantization level = 

= 12 bits, 

20 = .004882813 volts. 
iI2 

Note that random noise input with zero mean and standard 

deviation= 3 quantization level (.014648438 volts) is 

generated for the Computer Simulation results to compare 

with the Real-time results. 

9. Plot the results by using an initial condition 

x(O) = [ 1 1 0 

In Example 3, consider the augmented discrete-time 

model of the plant with noise input at frame period T0 

given by equation (2.4.6), 



[ ::::::::: ] = [ : 

a (ST) 

0 

a (7T) b 2 

1 
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] [ 

X (kT0 ) ] 

v(kT0 ) 

][ 
and a multirate output sampling mechanism given by equation 

(2.4.7), 

Writing x(kT0 +2T) in equation (6) in term of x(kT0 ) and 

v(kT0 ) gives 

(7) 

Substituting equation (7) into equation (6), the multirate 

sampled-data outputs is written as 

+ [C[a(2T)b1 

Equation (5) and (8) are used to represent the augmented 
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discrete-time plant model with noise input in step 1. The 

procedures in step 2 through step 9 are similar to Example 

2 except the random noise input with zero mean and standard 

deviation= 5 quantizations (=.024414063 volts) is 

generated for comparing the results, and initial condition 

is set to be 

x(0) = (1 0 -1 

More details can be seen in The Program CC Reference 

Manual (18]. 
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