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Abstract

Big data embodies massive amount of knowledge. Many businesses now rely on big data

information mining to forecast the viability of future business operations. Information

mining of big data can require a large investment of time. To reduce time requirements,

sampling is one of the most preferred methods. Evaluation of quality (e.g. query

prediction error) for the query estimates is crucial for meaningful results. The main

method used in the past to solve this problem is based on bootstrap sampling. Existing

work typically makes strong dataset assumptions that may not apply to real-world datasets.

This research aims to evaluate query estimation errors using the bootstrap sampling

method. There exist different kinds of bootstrap methods. In this work, we used the

non-parametric bootstrap sampling to calculate the error distribution of the queries that we

choose. Then we calculated the confidence intervals to find out the hit ratio. Even though

the bootstrap sampling method is one of the main approaches for finding the error in

statistic estimates, it is computationally expensive on large data. To solve this problem, we

test both memory and disk as storage for optimizing bootstrap sampling. Furthermore, two

different total number of bootstrap samples (B=2000, and B=200) have been tested to

reduce bootstrap computation with reliable results for optimization purposes. In the

experiment part, we use three different sizes of data (100MB, 1GB, and 10GB) as well as

three different sampling ratios (0.1%, 0.5%, and 1%) to analyze the data that we generated

on the TPC-H benchmark in terms of accuracy and performance.The results demonstrate

that the hit ratios are very high even with a 0.1% sampling ratio. The optimization

strategies that were used reduced the bootstrap sample computation time adequately.
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1 Introduction

The objective of query estimation is to provide approximate answers to database queries.

Accurate estimates of the expenses of different plans are required for the best plan selection

during query optimization in a database [10]. Selectivity, or the number of bundles that

meet a specific predicate, is one of the most critical elements influencing plan cost. As a

result, in most circumstances, the accuracy of the selectivity estimates has a direct influence

on the selection of the optimal plan. In today’s world, most companies are generating a

mass amount of data, which is considered as big data [4] [20]. Since querying in big data

is very costly in terms of time, query estimation methods gain great importance today. The

estimation is calculated by using the samples from the population. For instance, let’s say we

are going to find out how many people are younger than 40 years old from the population

of 60,000,000. We can take 1% of the population as a sample to estimate people who are

younger than 40 years old. When we divide the result with the sampling ratio, in this case,

it is 1%. we find the estimate according to the original size of the population. If we know

the exact result of the problem, the difference between the original result and the sample

result is the sampling error. We couldn’t identify the exact amount of error associated with

any given sample if we didn’t know the result from the original data. However, we can

estimate the degree of errors that may be expected with the given sample size. For instance,

we could do this by obtaining a sample of 600,000 randomly selected people (which is 1%

of all population) from the population and finding the results from each sample. Each result

is an estimation of the problem given. If we do the same process 100 times or more, we

will obtain different results. These different results will help us to create a graph and see
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the standard deviation of the population. The standard deviation of the population is called

standard error at the same time. In this way, we can estimate the error. Error estimation is a

very important topic in statistics, and data analytic to find out the accuracy of the estimate.

It ensures reliable observations from a given population. Also, querying a large data set is

expensive computation by using smaller samples from the original data reduces the time

cost.

2 Background

2.1 Simple Random Sampling for Query Estimation

When analyzing the dataset, it is not required to analyze the complete dataset, and examining

the complete dataset is deemed too costly in terms of response time or resource consumption.

When simple random sampling is utilized, there will be savings. The savings from sampling

can come from lower data retrieval costs or further post-processing of the sample. When

working with vast administrative or scientific data sets, access costs can be significant. Post-

processing of the sample may include costly statistical calculations or additional physical

verification of the real-world entities identified by the sample. As an example, physical

audits of annual salary records of employees or analyzing scientific records that have

been collected. Random sampling has different kinds of techniques to establish sampling

[15] such as a binomial random sample, a simple random sample without replacement

(SRSWOR), a simple random sample with replacement (SRSWR), a stratified random
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Original Data

Sample Data with 20 percent
sampling ratio

Simple Random
Sampling Without

Replacement

Figure 1: Simple Random Sampling 20%

sample, weighted random sample, and more. In this paper, a simple random sample without

replacement was used. In SRSWOR’s definition, a population in which every constituent

of the population has an equal chance of being included in the example Duplication is not

permitted. Thus, there is no duplication in the sample data set. SRSWOR is helpful for

query estimations and it increases efficiency[16]. Another study using SRSWOR shows

that it is useful to use SRSWOR for query size estimation [23]. SRSWOR to estimate query

formula to predict query size (COUNT function) is.B =
∑=
8=1 H8 where.B is the query result

of the sample table with COUNT aggregation function, H8 is the query result of each sample

tuple and n is the size of sample table.

In Figure 1, there is an example data set \ with 100 records in it. To create

a sample data set using SRSWOR with a 20% sampling ratio, first getting two random

numbers between one to twenty, and sort them, then selecting the records based on the

unique id of the records using the twenty random numbers that are generated. As result, the

sample data set \̂ with twenty records has been obtained.
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2.2 Bootstrap Sampling (BS)

The bootstrap method is one of the most widely used statistical approaches [8]. The primary

goal of bootstrap methods or algorithms is to build big data sets and re-sample from them.

The bootstrap approach generates an interpretation by redrawing some parameters based

on statistical inferences. This technique is then done several times to increase its reliability.

Variance estimations are generated effectively using the bootstrap approach, which is widely

used for variance estimations. The bootstrap technique is a method that does not rely on

complex mathematical formulas, has limited assumptions, and is simple to learn and apply.

It produces consistent outcomes, even when the assumptions are inadequate. The bootstrap

method is used in probability, confidence intervals, hypothesis testing, and regression

analysis [21].

The bootstrap method is used to calculated standard errors. When other ap-

proaches are computationally difficult, unreliable, or unavailable, it can be useful for this

purpose.[12] Let \̂ is the estimate parameter, corresponded estimation of x th bootstrap

sample is \̂∗G , and \̄∗ is the mean of \̂∗G Then the standard deviation of \̂∗G is

B∗
(
\̂

)
=

(
1

# − 1

#∑
G=1

(
\̂∗G − \̄∗

)2
) 1

2

To generate asymptotic confidence intervals or run asymptotic tests, we can use

B∗
(
\̂

)
, in the same manner, we would any other asymptotically valid standard error. For the

bootstrap confidence interval, there are a lot of techniques. Davison and Hinkey explained
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Sample Data 

Non Parametric
Bootstrap Sampling

N=100

100 Bootstrap Samples
Each of the bootstrap

sample has same number
of records in it.

Figure 2: Bootstrap Sampling

confidence interval in [5].

For example, Let’s use the data set \, and \̂ sample data set generated with

SRSWOR. Sample data set \̂ has 20 records in it, and we need a 100 bootstrap sample for

the given \̂. In this case, the number of the bootstrap sample (B) is 100. The bootstrap

samples are constructed using nonparametric bootstrap[2].

There are differentmethods of bootstrapping to calculate the confidence interval.[18]

To explain each of the methods, in increasing complexity, we describe the essential logic

underlying them. We will assume that we want to estimate a population parameter in each

sample \, and the estimator of that parameter by the sample is \̂. Standard bootstrapping

generates B bootstrapping samples and computes an estimate of the population parameter

for each. These estimates are \̂∗1,...,\̂
∗
#
. .

For the standard bootstrapping or basic bootstrapping to find confidence interval,

error of the estimate \̂∗G is obtained with \̂∗G − \̂. Then, lower 4; and upper 4D bounds encircle
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the center 100(1 − U) (if U represents the level of significance is 0.05 which means 95%

CI) of these errors. After that, the confidence interval enclose the central of 100(1 − U) is

obtained with [\̂ − 4; , \̂ + 4D]. The bootstrap distribution of errors is assumed to be a decent

estimate for the true distribution of sampling errors in this method.

The percentile bootstrap has also used the found interval.[7] Let’s assume that

\̂∗1,...,\̂
∗
#
are the bootstrap samples, and they are ordered. After the estimate is calculated,

CI can be calculated with 100(U2 )th percentile of the distribution and 100(1−
U
2 )th percentile

distribution.

3 Bootstrap for Select Query Estimation

Query estimation has been a popular research area since the beginning of it [22]. Query

estimation is not only becoming important in academia, but it also became very popular in

the business world. Big data query systems started to support query estimations as well. In

A Handbook for Building an Approximate Query Engine [14], the literature explains the

details.

3.1 Methodology

There are numerous query selection methods that have been used [13]. In this experiment,

a different approach was applied to increase the efficiency of the program. One of the

aggregate functions, COUNT, has been used to get an estimation of the number of rows in
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the given condition (query size). Since bootstrapping was used on sample data set \̂, the

ground truth of the given query has been calculated prior to bootstrap calculation. Thus,

The query result for each record has already been marked and saved in an array as ordered

in-sample data set \̂. Instead of using sample data to generate bootstrap samples, The

resulting array is used which provides efficiency in terms of the query selection process.

After the sample query result (& is calculated by executing query Q on sample table,

Bootstrap samples can be generated. To calculate estimation of bootstrap replications the

formula is

.̂ 9 =
. 9

5
(1)

where . 9 is the query result of the 9 th bootstrap sample and, 5 is the sampling ratio.

For example if we want to calculate estimation of bootstrap replications with the COUNT

function the formula is

.̂ 9 =
1
5

=∑
8=1

H8, 9 (2)

where H 9 ,8 is the 8the tuple result in the 9 th bootstrap sample.

3.2 Optimization of Bootstrap for Query Estimation

The bootstrap’s broad applicability and automaticity have been demonstrated in both theory

[1, 9] and practice [17]. Unfortunately, because hundreds or even thousands of bootstrap

trials are often required to generate trustworthy estimates, bootstrap struggles from a large

computational overhead [11]. First, the computation of bootstrap has been done by storing

the sample data \̂ in disk storage. However, it creates a bottleneck for the file access time

7



on a disk stored as a CSV file especially when the original data set \ increases. There

have been studies shows that reading data from memory for big data is more efficient than

reading data from disk [19]. For this reason, while getting the sample data set \̂ from the

original data set \, the sample data set store in the memory as an array with query results.

To do that, first, the program finds the randomly selected record in the original data set \,

then evaluates the record with the given query. If the record satisfies the query, then the

record is saved with one otherwise it is saved as zero. In this way, the bottleneck is avoided.

Also, while doing the bootstrap sampling, the data have already been evaluated according

to the given query. Hence, the speed performance increases significantly. Since the sample

data set \̂ is stored in the memory array, there is no need to use a sort algorithm to sort them

because accessing array element is faster than accessing records stored in the disk as a CSV

file. If the sample data is stored in a file, we need to loop through the find selected tuple.

If the sample data stored in an array we can directly access to selected tuple with index

number of the array. This also contributes to the efficiency of generating bootstrap samples.

When the sample data set is stored in a CSV file, sorting is needed to avoid iteration to

generate bootstrap samples. To do that, the quick sort was chosen because the average time

complexity of it is $ (= log =). Even though quick sort is efficient for sorting, still it does

not provide expected efficiency for the big data set. Thus, using a memory array to store

sample data \̂ conduces generating bootstrap samples. Generating nonparametric bootstrap

confidence intervals with different methods and their improvements have been discussed

[6]. In this experiment, bootstrap sample size B has been tested with B = 2000 and B = 200,

and the results were observed in terms of computation time and accuracy. When the results

are analyzed in Figure 3 and Figure 9, The original data set size is 1GB and the sampling
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ratio is 0.1%. The graph results show that if the bootstrap sample size is lowered from 2000

to 200, the bootstrap computation time goes down from 12 seconds to 1.8 seconds which

provides sufficient time optimization for bootstrap computation. When the sampling ratio

increases from 0.1% to 0.5% in Figure 4 and Figure 10, the graph results show that the

bootstrap computation time goes down from 62 seconds to 11.5 seconds. Lastly, When the

sampling ratio increases from 0.5% to 1% in Figure 5 and Figure 11, the graph results show

that the bootstrap computation time goes down from 1500 seconds to 190 seconds. Overall,

the graphs illustrate the performance of the program increases, and when the sampling ratio

increases, the performance of the program gets better with larger sample data set. In terms

of accuracy, the figures in the hit ratio change part demonstrate the results. For example,

if we analyze Figure 12 where B is 2000 as well as Figure 13 where B is 200, the results

show that the hit ratio is almost the same with 100 MB data sets for both B is 2000 and B is

200. Another example, if we look at Figure 14 where B is 2000 as well as Figure 15 where

B is 200, the figures show that the hit ratios affect from the bootstrap sampling size N. If

we look at Figure 16 where B is 2000 as well as the Figure 17 where B is 200, the figures

show that the hit ratios affect from the bootstrap sampling size B. As a result, lower B can

be used to increase speed but accuracy will be the trade-off. If the data analysis requires

sensitive calculation, B should be chosen 2000.

3.3 Implementation

This experiment consists of query processor, sampler bootstrap computing, and hit ratio

computation. In this study, we take for the following query formulation:

9



SELECT Aggregation(attribute collection) FROM table name WHERE conditions

In query processor implementation, there are 10 queries (see the queries in Ap-

pendix A). The first 5 queries are large, and the other 5 of them are small queries. Each

query runs 10 times. The queries are saved in a txt file. The queries were parsed from the

txt file and saved into a dictionary. The query parser selects the associate attributes from

the record and evaluates its records. In the program, instead of creating the sample data set

with attributes of selected each record, the result of the query evaluation of each record is

done by the query processor and saved into a memory array (See Figure 3).

Original Data
Set with SRSWOR

records are
selected

queries.txt

Query
processor

Reads
query

a[598]

0

1

1

1

a[1]

a[0]

a[599]

checks the selected record
satisfies the query if it

satisfies, then record is  saved
as 1 into array. if it does not

satisfies, then  record is saved
as 0 in array.

Sample data saved
in memory

Figure 3: Query Processor

In the sampler part of the experiment. SRSWOR has been used. first, the program

counts the number of records in the original data set � then it produces a random number

10



according to the number of records in the original data set and saved into an array. Next,

random numbers were sorted with the quick sort algorithm. The program compares each

record number with each random number that has been saved into an array. If it matches

then the query processor evaluates the query. After that, it saves each record into an array

in the memory. As a result, the sample data ( is created.

To create bootstrap samples (∗1,...,(
∗
�
, The number of bootstrap samples, �, can be

2000 and 200 in the experiment. The sample data ( was used to generate the nonparametric

bootstrap sample. A sample of the same size as the data is taken from the data with

replacement in the nonparametric bootstrap. The records randomly selected from sample

data stored in array then, bootstrap samples are generated.

Hit ratio was calculated with using the bootstrap samples (∗1,...,(
∗
�
. Calculation of

the hit ratio consists of the following steps: calculating the ground truth.� of original data,

calculating estimation of ground truth .̂ using the sample data, calculating the confidence

interval (CI) with bootstrap samples, and check the ground truth within the confidence

interval. This process was done 10 times for each query. The query result of the original

data is the ground truth of original data. To calculate CI, first, finding the query estimation

of each bootstrap sample which is .̂ 9 . Second, find the mean of bootstrap samples. The

formula to find mean of bootstrap sample is

` =
.̂1 + .̂2 + · · · + .̂�

�
(3)
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The formula of standard deviation (� of bootstrap samples is

(� =

[
(.̂1 − `)2 + (.̂2 − `)2 + ... + (.̂� − `)2

� − 1

] 1
2

(4)

After standard deviation is calculated, we use CI formula

�� = [.̂ ± (� · /] (5)

where .̂ is the query estimation, (� is bootstrap standard error, and / is the value from

the standard normal distribution for the chosen confidence level. In this experiment, 95%

confidence intervals are used with the / value 1.96.

4 Experiment

4.1 Experiment Setup

For this experiment, one of the GPU servers in Datalab1 at Youngstown State University

had been used. The server has CentOS Linux release 7.9.2009 as an operating system. The

hardware specifications are Intel(R) Xeon(R) CPU E5-1620 v4 @ 3.50GHz, 8GB of RAM,

and GeForce GTX 1080 GPU.

Three data sets have been used for the experiment. The data sets are generated

using TPC-H benchmark [3]. The sizes of the data sets are 100MB, 1GB, and 10GB

1datalab.ysu.edu
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respectively. In this experiment, there is a total of 10 queries. The first 5 queries are large

queries and the last 5 queries are small queries. Testing queries are located in Appendix

A part of this paper. For the sample of the original data, three different sampling ratios

are used and they are 0.1%, 0.5%, and 1%. The program checks if the ground truth of

the original data set between the upper and lower confidence interval. If the original data

between the confidence interval then it is a hit. Otherwise, it is a miss. These processes

were applied for each query 10 times. After that, the hit ratio was calculated. You can

access the source code on GitHub2.

4.2 Speed Performance

The speed performance of the experiment wasmeasured in terms of File access time, Simple

random sampling time, and Bootstrapping time.

4.2.1 Simple Random Sampling Time

Sampling performance depends on the size of the data as well as the sampling ratio. If the

sampling ratio is increased, the sampling process will increase as well. As we can see the

figures below.

In Figure 4, it shows 1GB data with a 0.1% sampling ratio. The simple random

sampling time takes approximately 5 to 6 seconds.

2https://github.com/YSU-Data-Lab/Semih_Cal_Thesis_Summer_2021
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Figure 4: Time Graph 1GB with 0.1% B=2000

Figure 5: Time Graph 1GB with 0.5% B=2000

In Figure 5, the simple random sampling time increased a little bit higher than the

previous figure. Because the sampling ratio is 5 times bigger than the previous one. This

14



means that the number of records in the sample data is increased.

Figure 6: Time Graph 1GB with 1% B=2000

In Figure 6, the simple random sampling time takes the highest amount of time for

the 1GB data. The sampling ratio is five times bigger than figure 4 and 10 times bigger than

Figure 5. As a result, simple random sampling time takes more time when the sampling

ratio increase.

4.2.2 Bootstrap Time

Bootstrap sampling time depends on sampling ratio andB is the number of bootstrap samples

to produce. In the 3 figures below, bootstrap times with B is equal to 2000 illustrated. In

the first figure, the sampling ratio is 0.1% bootstrap process faster than the other 2 graphs

because the sample data that user has the smallest number of records and there are 2000

bootstrap samples created. In the second figure (Figure 8) the number of records increased

15



in the sample data. If the number of records increases, the bootstrap sampling process

increases as well. In the last figure(Figure 9), the sampling ratio is 1% and bootstrap

sampling takes more time.

Figure 7: Time Graph 1GB with 0.1% B=2000

The figures (Figure 10,11,12) demonstrate the time graph with B is 200. Since the

number of bootstrap samples decreased from 2000 to 200, bootstrap time decreases as well.

However, when the sampling ratio increases in the figures, the bootstrap time increases too.

Lowering the B provides faster calculation and the accuracy remains reliable as you can see

in the accuracy performance section 4.3.

Consequently, bootstrap time depends on the sampling ratio and the number of

bootstrap samples N. Both of them are direct proportional to bootstrap time.
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Figure 8: Time Graph 1GB with 0.5% B=2000

Figure 9: Time Graph 1GB with 1% B=2000
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Figure 10: Time Graph 1GB with 0.1% B=200

Figure 11: Time Graph 1GB with 0.5% B=200

4.3 Accuracy Performance

In this experiment, the number of hits are calculated with ground truth of original data and

ground truth of sample data with different sampling ratio. the number of the hit for the
18



Figure 12: Time Graph 1GB with 1% B=200

sample data found by dividing the sample ratio by the number of the hit for the sample data

to find the approximate number of hits. Then, bootstrap sampling is used to calculate CI

(confidential interval). If the ground truth of the original data between the CI, that means

it is a hit. Otherwise, it is not a hit. Based on this logic, the accuracy was calculated using

10 different queries, and each query was run 10 times then, the percentage of hit ratio was

calculated for each query with a different sampling ratio. The calculation of hit ratio is

hit ratio =
times (CI hits)

times(total experiment)
× 100% (6)

19



4.3.1 Hit Ratio Change

The hit percentage was calculated for 100MB, 1GB, and 10GB data sets with 0.1%, 0.5%,

and 1% respectively. Beside of the size of the data sets and sampling ratio, two different

number of a bootstrap sample (B=2000 and B=200) was used for observing if the hit ratio

affected by N. In Figure 13, hit percentage of 100 MB data sets was used. The number of

bootstrap samples is 2000. Each query run 10 times with three different sampling ratio. the

blue bar is 0.1%, the orange bar is 0.5%, and the green bar is 0.1%. The graph shows that

the hit ratio for the 100 MB data set is 100% for most of the queries and miss for each query

no more than 20%. when the sampling ratio increases, the hit ratio also increases in most of

the queries. In Figure 14, a hitting percentage of 100 MB data sets was used. The number

Figure 13: Hit Percentage Graph 100MB data set B=2000

of the bootstrap sample (B) is 200. The graph shows that the hit ratio for the 100 MB data

set is also 100% for most of the queries and miss for each query no more than 20%. when

20



the sampling ratio increases, the hit ratio also increases in most of the queries. When the B

decreases from 2000 to 200, the hit percentage goes down a little bit in general. Because

CI is calculated with Bootstrap samples. When the number of bootstrap decreases, The CI

narrows down which affects the hit percentage.

Figure 14: Hit Percentage Graph 100MB data set B=200

In the Figure 15, a hitting percentage of 1 GB data set was used. The number of bootstrap

samples is 2000. Since the size of the data set increased, the results in the figure more

accurate. The graph shows that the hit ratio for the 1 GB data set is 100% for most of the

queries and miss for each query no more than 20%. When the sampling ratio increases, the

hit ratio also increases in most of the queries.

In the Figure 16, a hit percentage of 1 GB data set was used. The number of

bootstrap samples is 200. The graph shows that the hit ratio for the 1 GB data set is 100%

for most of the queries and miss for each query no more than 30%. when the sampling ratio
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Figure 15: Hit Percentage Graph 1GB data set B=2000

increases, the hit ratio also increases in most of the queries. Since the B decreases from

2000 to 200, the hit ratio goes down on this figure because of the CI narrow down. Even

though the data set increased, CI still affects by the number of bootstrap samples B. In query

7, the hit ratio goes down even though the sampling ratio increases. It is an exception that

the simple random sampling selected the records that did not meet the query condition. It

is a possibility that occurred on this figure.

In the Figure 17, a hit percentage of 10 GB data sets was used which is the largest

data set that was used on this experiment. The number of bootstrap samples is 2000. The

graph shows that the hit ratio for the 10GB MB data set is 100% for most of the queries

and miss for each query no more than 20%. The hit ratio did not change for each query so,

larger data sets can be used for query estimations. When the sampling ratio increases, the

hit ratio also increases in most of the queries.
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Figure 16: Hit Percentage Graph 1GB data set B=200

In the Figure 18 , a hit percentage of 10 GB data sets was used. The number of

bootstrap samples is 200. The graph shows that hit ratio for the 10GB MB data set is 100%

for most of the queries and the miss for each query no more than 20%. when the sampling

ratio increases, the hit ratio also increases in most of the queries. Again, the figure shows

similarities with 100 MB and 1GB data sets with B=200. When the B decreases from 2000

to 200, the hit ratio goes down because the CI narrows down. Even though the data set

increased, CI still affects by the number of bootstrap samples N.

The hit ratio has been affected by the sampling ratio and Number of bootstrap

samples B. In this experiment there are three different sampling ratios and they are 0.5%,

0.1%, and 1%. When the sampling ratio increases, the hit ratio also increases on most of

the queries. So, increasing the sampling ratio gives better performance. However, it has a

drawback in terms of speed. Because there will be more records to go through to create
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Figure 17: Hit Percentage Graph 10GB data set B=2000

Figure 18: Hit Percentage Graph 10GB data set B=200
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sample data set. Another factor that affects the hit ratio is B. When B decreases, the hit

ratio goes down too in all figures. Because to get a hit the ground truth of the original table

has to be between the CI which is calculated by bootstrap samples. Therefore, increasing

the B gives better results.

4.4 Optimization Results

Implementation of a basic optimization method increased the performance of bootstrap

sampling significantly. As you can see in the figures below (Figures 19,20,21), storing the

sample data in an array and lowering the total number of bootstrap sample B, provides a

more efficient bootstrap sampling calculation. The graphs show that the speed ratio is up

to 6.47 times better than the previous implementation.

Figure 19: Sampling time of 1GB data with 0.1% sampling ratio
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Figure 20: Sampling time of 1GB data with 0.5% sampling ratio

Figure 21: Sampling time of 1GB data with 1% sampling ratio
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5 Conclusion

This research evaluates query estimation errors using bootstrap sampling. Querying the

large size of data is timely expensive. Query estimation from the small sample data

reduces the time cost. We designed a query processor mechanism and bootstrap sampling

mechanism which can calculate the CI for query estimates. Three different sampling ratio

(0.1%, 0.5%, 1%) were used in this work to determine hit ratio affects on the sample size.

the non-parametric bootstrap sampling method was used to determine confidence intervals.

It tested with 2000 and 200 Iterations. For the optimization on the bootstrap estimation

is the number of samples lowered and the results show if we use 200 samples still the hit

ratio remains reliable. Also, the performance increases since fewer samples were used.

Another optimization approach that was tested on this experiment is saving the samples

into memory instead of the disk as storage. In the hit ratio part of the experiment, different

sampling ratio and different B values were used. When the sampling ratio increases, the

hit ratio also increases but even with the small sampling ratio the results are still reliable.

Even though the program has optimizations to lower computation time, using GPU for the

bootstrap sampling will increase the time efficiency. Future research will be based on this

idea to boost up program. GPU can compute bootstrap sampling faster than CPU since it

has more threads than CPU and all of them are working in parallel. Also, smaller sampling

ratios will be tested to determine what can be the smallest ratio to obtain reliable results.
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Appendix A Testing Queries HQL Code

• select count(*) from lineitem where L_QUANTITY < 20 and L_QUANTITY > 0

• select count(*) from lineitem where L_LINENUMBER < 3 and L_LINENUMBER

> 0

• select count(*) from lineitem where L_LINENUMBER < 5 and L_LINENUMBER

> 2

• select count(*) from lineitem where L_DISCOUNT < .07 and L_DISCOUNT > .02

• select count(*) from lineitem where L_EXTENDEDPRICE < 100000.00 and L_-

EXTENDEDPRICE > 20000.00

• select count(*) from lineitem where L_DISCOUNT < .04 and L_DISCOUNT > 0.0

• select count(*) from lineitem where L_QUANTITY < 20 and L_QUANTITY > 10

• select count(*) from lineitem where L_DISCOUNT < .05 and L_DISCOUNT > .02

• select count(*) from lineitem where L_EXTENDEDPRICE < 15000.00 and L_-

EXTENDEDPRICE > 0.0

• select count(*) from lineitem where L_LINENUMBER < 2 and L_LINENUMBER

> 0
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